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Abstract

The aim of this thesis is to deploy and develop appropriate algorithms to overcome the problem of wireless remote control that is the presence of varying time delays imposed from wireless network communication between sensors and controller and between controller and actuators. From the technological point of view the goal is to develop new communication infrastructure decreasing the delays. Although the communication delays will be provisionally smaller, they will remain time varying, unknown, and uncertain. The current approaches in the literature study this issue in this direction. In the present work, we move towards the opposite direction of the standard technological trends, using larger but constant delays. This thesis replay to two fundamental questions; will a multi delay controller, designed using the linear approximants of the original plant, perform satisfactory to a nonlinear plant with large but constant and known delays? Are there any significant applications justifying the proposed “opposite direction” approach? The design requirements of I/O decoupling and/or asymptotic disturbance rejection are successfully applied through a wireless network to some of the most representative applications in networked control systems a) electric motors, b) tower cranes, c) robotics and d) quadrotors. The significance of this study is that the above design requirements for networked control systems are met successfully for the first time.
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Chapter 1: Introduction

1.1 NETWORKED CONTROL SYSTEMS

Thanks to the extended technological evolution in the modern world, communication over networks is predicted to be the main way of point to point information transmission. With the gradual increase of bandwidth and data transfer rate, this way of communication has become safer and more resilient [1]. One of the most promising applications of networked communication is on the domain of control engineering. In a control system, complex connections between the various components of a closed loop scheme are replaced with wired or wireless network communication, making the connectivity more flexible and the system itself lighter and easier to maintain.

Networked Control Systems (NCS) and Wireless Networked Control Systems (WNCS) are systems distributed in space where the interconnection between main components like sensors, controllers, and actuators is implemented via a communication (wired or wireless) protocol. The inherent complexity of large distributed modern control systems, where a large number of sensor and controller data has to be processed, makes this kind of interconnection of the system inevitable. Some examples of NCS and WNCS are complex autopilot control systems and large industrial systems while their application is extended to teleoperations, efficient guidance and navigation of mobile robots and tele-medicine.

In any control system to be controlled the stability of the closed loop system is the main issue. In NCS the loop is closed over a network, which by nature, automatically introduces variable delays from the sensors to the controller after sampling and quantizing measured data, from the controller to the actuators after synchronising and reconstructing the controller’s output data and computational delays. In addition, packet losses occur in wireless communication mainly due to long transmission delays. As it is well known, the overall delays and packet dropouts affects the controller’s effectiveness and in worst case may lead the closed-loop system in instability.

In Wired Control Systems, wired interconnection of the components provide the needed reliability but because of the inherent huge complexity it displays disadvantages related to the
cost and flexibility within these systems. For instance, in an intra-vehicle wired network, 40 Kg of almost 4 km wires augment the construction cost, the maintenance and fuel consumption [2]. The wiring harness represents 2-5% of an aircraft weight which for an Airbus A350-900 represents 23000 kg [3]. The industrial control systems also suffer from this disadvantage. As a result, Wireless Sensors Network is an emerging trend in industrial monitoring and control according to [4].

The NCS plan needs to include appropriate protocols and routing algorithms to overcome the delays and message loss introduced by the communication network, outcome system performance degradation that affect the controller’s feasibility reducing the human safety [5].

The NCS, that are a continuation of the Integrated Communication Control systems [6], represent the third generation of control systems, with the first generation being the analogue control and the second one the digital control, and can be classified as hybrid control systems since they possess both analogue and discrete properties [7]. These systems, when the information is transmitted via wired or wireless connections, operate in an asynchronous manner. Thus, the network must be considered explicitly as it affects directly the behaviour of the control system [8]. The variable delays that are introduced by the wireless communication between several components of the closed-loop system must be considered in the analysis and the design of the control system. There are essentially three kinds of delays in such a system: delay between the sensors and the controller, computational delay in the controller, and communication delay between the controller and the actuator [9]. These delays can degrade the performance of control systems and even destabilize them [10], [11]. In fact, data packets transferred through networks suffer not only transmission delays, but also, transmission loss or packet dropout that also affects the closed-loop control system dynamics [12]. Packet dropout is considered as a kind of varying delays as the drop of a packet cause an increase in the delay [13].

As many applications make use of computing and communication networks, the possible issues of scheduling, network delay, and data loss need to be dealt systematically as communication constraints [14], [15].

A recent survey [16] summarizes the main two techniques and key research directions for WNCS. The first one is the ‘Control of networks’ that investigates the quality and performance of the communication network in order to improve the control performance and
the second one ‘Control over networks’ that investigates the robustness of the control loop relative to impeded network constraints. Concerning the latter, five issues have to be carefully researched: sampled-data control, dealing with the ways the choice of sampling period has an impact on system stability, quantization control, where packets of data quantized after the sampling procedure can be regarded as a lossy procedure affecting the stability of the closed-loop system, networked control, that focuses on finding the appropriate control law which handles efficiently the induced delays, event triggered control, an event decision maker that releases the sampling data to the network and avoids the Zeno behaviour (a phenomenon of infinite number of control updates over a finite time period), and security control, that ensures the safety against malicious attacks [11].

The main concern of WNCS is the design of an appropriate controller that ensures the closed-loop stability and handles the network constraints. In the last two decades many researchers have contributed on several control methodologies that have introduced new ways to control networked systems. In what follows, several control methods are presented in review.

The method introduced by Luck and Ray [17], proposed an algorithm for sensor-to-controller and controller-to-actuator variable delays compensation the sum of which is considered bounded and constant. For this purpose, they used a state observer to overcome the sensor’s measurement noise and a state predictor that uses the state transition matrix of the system model stored in buffers. This method highly depends on the model reliability. A familiar control method is to construct an augmented discrete time model whose state vector contains the original states of the system and the previous inputs based on a state feedback controller that incorporates the delays [18]. The stability of the control system is examined using the transition matrix of the augmented system. The gain of the state feedback controller must be optimal relative to time-dependent delays [9] and is designed by solving a Linear Quadratic Gaussian dynamic programming problem. Walsh et al. [20], for the control synthesis, consider the networked induced error as a perturbation on the system and investigate the error boundaries that ensure stability using the Lyapunov method on the error dynamics. Many researchers start with designing a control law without considering the network induced constraints and then examining its extension in order to overcome the network imperfection to guarantee stability on the closed-loop system [16].
Networked control systems are described by multi delay models including of course the communication channels used for the implementation of the control loop. Obviously, the nature of the communication channel imposes that delays are time varying, uncertain, and unknown. Existing studies in the field focus on stabilizability, Linear Quadratic Gaussian and parameter perturbation analysis, indicatively see [18]-[20] and the references therein. From the technological point of view the goal is to develop new communication infrastructure decreasing the delays. Although the communication delays will be provisionally smaller, they will remain time varying, unknown, and uncertain.

From the control point, most of the techniques require the precise knowledge of the delays or many of them require that the delays of the controlled plant be known and non-uncertain. In these techniques, if the delays of the plant are different than the delays considered for the controller design, then in a short period the performance of the closed loop system is not satisfactory. Such techniques are those expressing the design goal as a desired closed loop transfer matrix, i.e. I/O decoupling, disturbance rejection and model matching.

In the present work, the main idea is to move towards the opposite direction of the standard technological trends, using larger delays. In particular, the controller is designed by considering upper bounds of the original delays. For the controller to be successful the communication delays are increased till these upper bounds. Following this line of thinking, the first important question is: will a multi delay controller, designed using the linear approximants of the original plant, perform satisfactory to a nonlinear plant with large but constant and known delays? The second important question is are there any significant applications justifying the proposed “opposite direction” approach? Towards answering these questions, the design requirements of I/O decoupling and/or asymptotic disturbance rejection are successfully applied through a wireless network to some of the most representative applications in networked control systems a) electric motors, b) tower cranes, c) robotics and d) quadrotors. It is important to mention that the above design requirements for networked control systems are studied here for the first time. The detailed contribution of the present material is presented in the thesis outline that follows.
1.2 THESIS OUTLINE

The structure of the thesis is as follows:

In Chapter 2 the problem of speed control of a permanent magnet synchronous motor is investigated in the presence of constant time delays due to wireless signal transmission among the controller, the sensors, and the actuators. A novel control algorithm is proposed in order to compensate the presence of the delays and to achieve satisfactory performance despite their presence. The controller design focuses mainly on the stability of the time delay closed loop system.

In Chapter 3 the problem of independent control of the performance variables of a tower crane through a wireless sensor and actuator network is investigated. The complete nonlinear mathematical model of the tower crane is developed. Based on appropriate data norms an accurate linear approximant of the system, including an upper bound of the communication delays, is derived. Using this linear approximant, a dynamic measurable output multi delay controller for independent control of the performance outputs of the system is fully analysed.

In Chapter 4 the problem of remote position control of a planar redundant manipulator is studied for the case of a 3dof Cartesian robot including disturbance forces at the end effector. The robotic manipulator controlled through a wireless network using the ZigBee protocol, imposing communication delays between the sensors and the controller, as well as between the controller and the actuators. A static feedback with dynamic precompensator controller involving time delays is proposed. Based on these two aspects the following four design goals are imposed: a) non-square input/output decoupling, b) Disturbance/output diagonalization, c) attenuation of the influence of the disturbances to the performance outputs, and d) balanced allotment of the steady state behaviour of the redundant degrees of freedom.

In Chapter 5 the problem of remotely controlling a quadrotor in longitudinal motion and under atmospheric disturbances is studied. The controller – communication system is enriched with a synchronization / signal reconstruction algorithm imposing constant delays. The design goal is to independently control the horizontal and vertical velocity of the quadrotor while simultaneously attenuating the influence of the disturbances to these velocities. To this end, a linear dynamic time delay controller is designed. The satisfactory performance of the proposed
control scheme is illustrated through computational experiments for the case of a climbing manoeuvre.

In Chapter 6 the problem of a stepwise safe switching procedure is analysed in order to increase the range of the external commands for a remotely controlled quadrotor in longitudinal motion under atmospheric disturbances. The stepwise safe switching algorithm is based on the approximate minimization of a composite criterion including the infinity norm and the $H_2$ norm of the variations around trim points under hard constraints for the steady state performance and the overshoot of the performance variables. The satisfactory performance of the proposed control scheme is illustrated through simulations for a climbing manoeuvre passing through different target operating areas.

In chapter 7 conclusions and future work are presented.
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Chapter 2: Wireless Control for a PMS Motor

2.1 INTRODUCTION

Permanent magnet synchronous motors (PMSM) are widely used in industry providing significant advantages as compared to other types of electric motors. Several control techniques have been developed in the field of PMSM control, ([1]-[12] and the references therein). Specifically, remote control applications of electric motors appear to be of special industrial interest (see [13]). In the present work, the problem of speed control of a PMSM is investigated in the presence of time delays due to wireless signal transmission between the controller and the sensors and the actuators of the motor. The two stage decoupling controller approach proposed in [1], is appropriately extended to achieve satisfactory performance despite the presence of the communication delays. An inner and an outer controller are designed. The inner controller is designed to derive a stable time delay closed loop system and achieve asymptotic command following of the direct and quadrature stator currents. This way, the linear approximant of the plant is stabilized independently of the delays. The outer controller is a PI controller to achieve speed command following and regional stability. The performance of the proposed scheme is illustrated through simulation.

2.2 MATHEMATICAL MODEL

A PMSM, in d-q frame, for the case of wireless driven actuators is described as follows [1]-[2]

\[
\frac{di_d(t)}{dt} = -\frac{R_i}{L}i_d(t) + \omega(t)i_q(t) + \frac{1}{L}u_d(t - \tau) \tag{2.1a}
\]

\[
\frac{di_q(t)}{dt} = -\frac{R_i}{L}i_q(t) - \omega(t)i_d(t) - \frac{\psi_r}{L}\omega(t) + \frac{1}{L}u_q(t - \tau) \tag{2.1b}
\]

\[
\frac{d\omega(t)}{dt} = \frac{n_p\psi_r}{J}i_q(t) - \frac{\beta}{J}\omega(t) - \frac{1}{J}T_L(t) \tag{2.1c}
\]
where $i_d$ and $i_q$ are the stator currents in $d-q$ frame respectively, $\omega$ is the angular velocity of the rotor, $T_L$ is the external load torque, $J$ is the polar moment of inertia, $\beta$ is the viscous damping coefficient, $R_s$ is the stator winding resistance, $L$ is the motor inductor, $\psi_r$ is the permanent magnet flux and $n_p$ is the number of pole pairs. Finally, $u_d$ and $u_q$ are the direct and quadrature axis stator voltage components, respectively. As already mentioned, the voltages are delayed since they are driven through a wireless network. The wireless network is used to transmit measurable variable signals from the motor sensors to the remote controller as well as from the remote controller to the motor’s actuators. After appropriate modifications of the transmission-receive protocol, the communication delay (including signal reconstruction), let $\tau_c$, can be assumed to be approximately constant in both ways of transmission [14].

2.3 CONTROLLER DESIGN

For the delayless mathematical model of the PMSM, a two stage control scheme towards stability and robustness has been proposed in [1] where the internal controller was a robust controller satisfying I/O decoupling and pole assignment for the direct and the quadrature phase stator currents. The external controller was a PI controller regulating the angular velocity of the rotor. Although that controller was successful in the absence of delays, in the presence of delays it performs satisfactorily only for dissuasively small delays. For example, the maximum delay for which the closed loop system remains stable is $\tau_{max} = 0.0036$ [sec]. To improve the stability margin, an inner loop controller will first be designed (see Fig. 2.1).

![Fig. 2.1 Block diagram of the closed loop system](image-url)
2.3.1 Inner loop bilinear controller

To extend the results in [1] incorporating time delays, the following nonlinear static inner loop controller is proposed

\[ u_q(t) = (R_i - L\lambda_1)i_q(t - \tau) + L[\lambda_1w_d(t) - i_q(t - \tau)\omega(t - \tau)] \]  \hspace{1cm} (2.2a)

\[ u_i(t) = (R_i - L\lambda_2)i_q(t - \tau) + [\psi_r + Li_q(t - \tau)]\omega(t - \tau) + L\lambda_2w_q(t) \] \hspace{1cm} (2.2b)

where \( \lambda_1, \lambda_2 \in \mathbb{R} \) are free parameters and \( w_d, w_q \) are the inner loop external commands. Substituting (2.2) to (2.1), the resulting inner closed loop system is derived to be

\[ \frac{di_q(t)}{dt} = -\frac{R_i}{L}i_q(t) + \left(\frac{R_i}{L} - \lambda_1\right)i_q(t - 2\tau) + i_q(t)\omega(t) - i_q(t - 2\tau)\omega(t - 2\tau) + \lambda_1w_d(t - \tau) \] \hspace{1cm} (2.3a)

\[ \frac{di_i(t)}{dt} = -\frac{R_i}{L}i_q(t) + \left(\frac{R_i}{L} - \lambda_2\right)i_q(t - 2\tau) - \left[\frac{\psi_r}{L} + i_d(t)\right]\omega(t) + \left[\psi_r + i_q(t - 2\tau)\right]\omega(t - 2\tau) + \lambda_2w_q(t - \tau) \] \hspace{1cm} (2.3b)

\[ \frac{d\omega(t)}{dt} = \frac{n_p\psi_r}{J}i_q(t) - \frac{\beta}{J}\omega(t) - \frac{1}{J}T_L(t) \] \hspace{1cm} (2.3c)

From (2.3) observe that I/O decoupling is not satisfied in the exact sense. Also observe that the inner closed loop system is in nonlinear retarded time delay form. To address the problem of inner closed loop stability, the linear approximant of the nonlinear model in (2.3) will be used. This linear approximant is computed to be

\[ \delta\dot{x}(t) = A_\delta x(t) + A_\delta x(t - 2\tau) + B_\delta \omega(t - \tau) + D_\delta \xi(t) \] \hspace{1cm} (2.4)

\[ \delta x(t) = [i_d(t) - \bar{i}_d \quad i_q(t) - \bar{i}_q \quad \omega(t) - \bar{\omega}]^T = [\delta i_d(t) \quad \delta i_q(t) \quad \delta \omega(t)]^T \]

\[ \delta \xi(t) = \xi(t) - \bar{\xi} \]
\[
\delta w(t) = \begin{bmatrix} w_d(t) - \bar{w}_d & w_q(t) - \bar{w}_q \end{bmatrix}^T = \begin{bmatrix} \delta w_d(t) & \delta w_q(t) \end{bmatrix}^T
\]

\[
A_1 = \begin{bmatrix}
-\frac{R_i}{L} & \frac{n_p \bar{w}_q \psi_r - \bar{T}_i}{\beta} & \bar{w}_q \\
\frac{\bar{T}_i - n_p \bar{w}_q \psi_r}{\beta} & -\frac{R_i}{L} & -\beta \\
0 & \frac{n_p \psi_r}{J} & -\frac{L\bar{w}_d + \psi_r}{J}
\end{bmatrix}
\]

\[
A_3 = \begin{bmatrix}
\frac{R_i}{L} - \lambda_1 & \frac{\bar{T} - n_p \bar{w}_q \psi_r}{\beta} & -\bar{w}_q \\
\frac{n_p \bar{w}_q \psi_r - \bar{T}_i}{\beta} & \frac{R_i}{L} - \lambda_2 & \bar{w}_d + \frac{\psi_r}{L} \\
0 & 0 & 0
\end{bmatrix}
\]

\[
B_2 = \begin{bmatrix} \lambda_1 & 0 & 0 \\ 0 & \lambda_2 & 0 \end{bmatrix}^T, \quad D_1 = \begin{bmatrix} 0 & 0 & J^{-1} \end{bmatrix}^T
\]

where \( \bullet \) is the nominal value of the argument quantity \( \bullet \). According to [15], system (2.4) is stable, independently of the delay \( \tau \) if and only if

a) \( A_1 \) is stable,

b) \( \rho(A_1^{-1}A_3) < 1 \) or \( \rho(A_1^{-1}A_3) = 1 \) but \( \det(A_1 + A_3) \neq 0 \) and

c) \( \rho\left( (j\omega I_3 - A_1)^{-1} A_3 \right) < 1 \),

where \( \rho(\bullet) \) is the spectral radius of the argument matrix \( \bullet \). Condition (a) is satisfied. Also, using appropriate \( \lambda_1 \) and \( \lambda_2 \) the conditions (b) and (c) are satisfied. Thus, asymptotic command following is achieved for the direct and quadrature stator currents.
2.3.2 Speed control via an outer loop PI controller

With respect to the speed of the rotor, it holds that

\[
\delta \Omega(s) = zC \left[ sI_3 - \left( A_1 + z^2 A_3 \right) \right]^{-1} B_2 \delta W(s) + C \left[ sI_3 - \left( A_1 + z^2 A_3 \right) \right]^{-1} D_1 \delta \Xi(s) \tag{2.5}
\]

where \( C = \begin{bmatrix} 0 & 0 & 1 \end{bmatrix} \), \( \delta \Omega(s) \), \( \delta W(s) \) and \( \delta \Xi(s) \) are the Laplace transforms of \( \delta \omega(t) \), \( \delta w(t) \) and \( \delta \xi(t) \) respectively and \( z = e^{-sT} \). In the frequency domain the PI controller is

\[
\delta W_q(s) = \left( f_p + \frac{1}{s} f_i \right) \left[ \delta R(s) - z \delta \Omega(s) \right] \tag{2.6}
\]

where \( \delta R(s) \) is the speed external command. The characteristic polynomial of the overall closed loop system is

\[
p(s, z) = s^4 + \alpha_3(z)s^3 + \alpha_2(z)s^2 + \alpha_1(z)s + \alpha_0(z) \tag{2.7}
\]

where

\[
\alpha_3(z) = \left\{ L\beta + J \left[ Lz^2 (\lambda_x + \lambda_y) - 2(z^2 - 1) R_i \right] \right\} (JL)^{-1}
\]

\[
\alpha_2(z) = (z^2 - 1)^2 \omega^2 + \frac{1}{L^2} \left[ \left( z^2 - 1 \right) R_i - Lz^2 \lambda \right] \times
\]

\[
\left[ \left( z^2 - 1 \right) R_i - Lz^2 \lambda_z \right] + \frac{1}{JL} \left\{ \left( 1 - z^2 \right) \psi^2 n_p + 2 \left( 1 - z^2 \right) \beta R_i + + Lz^2 \beta (\lambda_x + \lambda_y) + L\psi n_p \left[ \Gamma \left( 1 - z^2 \right) + f_p z^2 \lambda_x \right] \right\}
\]

\[
\alpha_1(z) = (z^2 - 1)^2 \beta R_i^2 \left( JL^2 \right) + (z^2 - 1) \left( JL^2 \right) \left\{ \left( z^2 - 1 \right) \psi^2 n_p - Lz^2 \beta (\lambda_x + \lambda_y) + L\psi n_p \left[ \Gamma \left( z^2 - 1 \right) - f_p z^2 \lambda_x \right] \right\}
\]

\[
+ \frac{1}{JL} \left[ L \Gamma (z^2 - 1)^2 \omega + 2L (z^2 - 1)^2 \beta \omega^2 + z^2 \left( 1 - z^2 \right) \psi^2 n_p \lambda_i + Lz^2 \beta \lambda_x \lambda_z + L\psi n_p \left\{ f_p \lambda_x + \lambda_i \left[ \Gamma \left( 1 - z^2 \right) + f_p z^2 \lambda_x \right] \right\} \right]
\]
\alpha_0(z) = f_z z^2 \psi_n p \left[ (1 - z^2) R_i + L z^2 \lambda_1 \right] \lambda_2 \left( JL \right)^{-1}

The outer loop design goal is to find \( f_p \) and \( f_i \) such that the closed loop system has desirable stability properties. Due to stability, the steady state gains from \( R(s) \), \( W_d(s) \) and \( \Xi(s) \) to the speed are equal to 1, 0 and 0, respectively. Hence asymptotic command following is achieved. Using, the criteria in [15], it is observed that independent of the delay, stability of the closed loop system cannot be achieved. Thus, following [16], a clustering treatment, for the characteristic roots of the system, will be used to estimate the maximum delay for which the characteristic polynomial is regionally stable, i.e. the poles of the closed loop system to be leftmost a desired point on the real axis, let \( \lambda \).

2.4 SIMULATIONS RESULTS

The performance of the control scheme, proposed in the previous sections, will be tested through simulations. To this end, consider the model parameters presented in [1], [2], i.e.

\[ L = 14.25 \text{[mH]} \quad R_i = 0.9 \text{[} \Omega \text{]} \quad \psi_n = 0.9 \text{[Nm/A]} \quad n_p = 1 \quad J = 4.7 \times 10^{-5} \text{[Kgm}^2\text{]} \quad \beta = 0.0162 \text{[N/ rad/sec]} \]

Assume that the nominal values for the state variables are \( \overline{t}_d = \overline{w}_d \), \( \overline{t}_q = \overline{w}_q \), \( \overline{\omega} = n_p \overline{w}_q \psi_n / \beta \). Let \( \overline{w}_d = 0.5 \text{[A]} \) and \( \overline{w}_q = 10 \text{[A]} \). Testing the conditions (b) and (c) in 2.3.1, the range of \( \lambda_1 \) and \( \lambda_2 \) for which the inner closed loop system is stable independently of the delay is presented in Figure 2.2(a).

![Fig. 2.2 Stability regions for the inner and outer closed loop system.](image-url)
Let the time delay, imposed by the network, be $\tau = 30\,[\text{msec}]$. This is an acceptable value for to several commercial/industrial applications (see [17]). According to Figure 2.2(a), we may choose $\lambda_1 = 20$ and $\lambda_2 = 20$. A settling time of $1.5\,[\text{sec}]$ is achieved for both $i_d(t)$ and $i_q(t)$. According to Figure 2.2(b), the maximum delay preserving stability for several values of the PI parameters is presented. Let $\lambda = -1$. Thus, we may choose $f_p = 2$ and $f_i = 6$ which provide stability delay margin being greater than $0.15\,[\text{sec}]$ and far greater than the $30\,[\text{msec}]$ referred above.

To demonstrate the proposed scheme, the controllers developed in 2.3 evaluated as in the previous paragraph, will be applied to the delayed nonlinear model (1). Initially, the motor is assumed to rest. The external commands for the direct phase stator current and the motor speed become

$$w_d(t) = \frac{0.5}{1 + \exp\left(-\frac{t - 1.1}{0.12}\right)} \quad r(t) = \frac{40}{1 + \exp\left(-\frac{t - 1.1}{0.12}\right)}$$

With respect to the external load torque, we will firstly examine the case of a zero load torque. Secondly, we will examine the case of a random and fast varying load torque, see Figure 2.3. In Figures 2.4 to 2.6 the respective closed loop responses for the state variables and actuatorable inputs are presented. With respect to the angular velocity in Figure 4, it is observed that in both torque cases it follows accurately the external command with small deviations in the case of random load torque. Comparing the present results to those in the non-networking case, namely the case where the delay is equal to zero, it can be observed that the influence of the delay does not significantly affect the performance of the closed loop system with respect to the speed, thus suggesting that the proposed controller herein is robust with respect to the delay. With respect to the direct phase stator current, although the reference curve is not accurately followed during the transition, asymptotic command following is achieved (see Figure 2.5). On the contrary, in the delayless case, the direct phase stator current does follow accurately the external command. The divergence among these two cases is due to the presence of the delay producing a non-decoupled closed loop.
system. The quadrature phase stator current and the actuable inputs (see Figures 5, 6) remain well within acceptable limits.

Fig. 2.3 Random external load torque.

Fig. 2.4 Closed loop angular velocity (Cont. – random torque, DotDashed – no torque, Dashed – reference)

Fig. 2.5 Closed loop stator currents (Cont. – random torque direct, DotDashed – no torque direct, Dashed – random torque quadrature, Dotted – no torque quadrature)
2.5 SUMMARY

The problem of speed control of a PMSM has been investigated in the presence of time delays due to wireless signal transmission between the controller and the motor. In particular, the two stage decoupling controller presented in [1] has been used and the controller parameters selection algorithm has been appropriately extended to cope with the influence of the delays and to derive a closed loop system that remained stable even in the presence of them. With respect to the inner loop controller, asymptotic command following for the direct and quadrature stator currents is achieved while simultaneously producing a closed loop system whose linear approximation is stable independently of the delays. With respect to the outer PI controller delay dependent regional stability, with drastic improvement of the delay stability margin has been proposed. The performance of the controller has been tested through computational experiments.

Future research will focus on a) the production of a unified inner and outer loop scheme, b) investigation of different or even time varying transmission delays, c) examination of jitter and packet losses, d) examination of the influence of sampling and quantization as well as model parameter uncertainties.
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Chapter 3: Independent Motion Control of a Tower Crane through Wireless Sensor and Actuator Networks

3.1 INTRODUCTION

Cranes in various forms are used in several applications having significant economic impact. Classical uses are in construction (bridges, dams, buildings), in transportation (loading and unloading cargo), in industry (oil platforms, refineries), in nuclear power plants and in bio/ecological applications (see [1] and [2] and the references therein).

For efficient crane maneuverability, appropriate control schemes are required. To develop such schemes, accurate mathematical model of the crane is recommended. Several results have been published towards this aim (see [3]-[6] and the references therein). In [3], crane models are classified and related to applications and limitations. In [5], a tower crane is modeled as a robot. In [6], the dynamics of a tower crane (i.e. a point mass suspended by a light cable from a horizontally moving support) are considered. The general equations of motion are derived, and two cases are examined in detail, the linearly accelerating support and the support describing a circle at constant speed. In [7] a simplified with respect to the coupling terms model of a test crane is presented. In [8] a kinematic but not dynamic, model of the test crane is presented.

To increase crane productivity and accuracy, wireless technology was adopted (see [7], [9]-[12] and the references therein). Indicatively, in [10], the possibility to use Bluetooth for wireless short-range communication in an industrial environment is examined. In this line, a distributed control system based on Bluetooth has been proposed for a bridge crane system. Its configuration is mainly based on the use of distributed nodes connected by means of Bluetooth. In [11], the design and real-time implementation of an event-triggered controller for a nonlinear 3D tower crane model is performed, where the communication between the controller and the actuators, is
implemented over a low-power wireless network. In [12], a networked control scheme of multiple tower cranes under event-triggered control policy is designed and simulated. In [7] event triggered control is proposed.

To improve crane maneuverability, several control approaches have been proposed ranging from classical to optimal, intelligent, heuristic and adaptive approaches (see [8] and [13]-[26] and the references therein).

In what follows the problem of independent control - Input Output (I/O) Decoupling of the performance variables of a system is considered for a tower crane through a wireless sensor and actuator network. In particular, the nonlinear mathematical model of a tower crane equipped with preinstalled approximate PID controllers is presented. The nonlinear model is used to produce a linear approximant of the system whose accuracy is investigated via series of computational experiments. Considering that the system is remotely operated, the mathematical model is extended to include transmission and signal reconstruction delays. The extended linear approximant of the system is used to develop a dynamic measurable output controller including delays for the independent control of the performance outputs of the system. With regard to the signal transmission from the sensors to the remote controller and from the controller to the actuators, the ZigBee protocol is used since it presents significant advantages with respect to resistance to noise and other user’s interference as compared to other well established approaches. Furthermore, an appropriate synchronization technique is proposed in order to guarantee constant transmission delay. Additionally, a signal reconstruction approach of the continuous time signals from the transmitted signals is used that presents significant advantages with respect to the accuracy of the reconstructed signal, as well as the performance of the closed loop system.

The contribution of the present work can be analyzed into five points. The first point is the derivation of a more general dynamic model of the crane as compared to [7] and [8], in the sense that it includes variable cable length, as well as all coupling terms in the system dynamics. The second point is the derivation of an accurate linear approximant of the nonlinear plant. It is important to mention that since wireless control is required, a nonlinear controller compensating the dynamics of the nonlinear plant (e.g. inverse dynamics controller) is not applicable to the present case. Towards
this aim, the linear approximant has been derived as well as the third point of the contribution, namely the derivation of an appropriate realizable multi-delay dynamic controller providing I/O Decoupling. The controller depends upon the constant communication delays. To achieve such delays, as well as accurate signal transmission through digital wireless communication, a synchronization algorithm and a signal reconstruction algorithm are proposed, as the fourth point of the contribution of this presentation. Last but not least, the accuracy of the linear approximant of both the open loop and the closed loop system is preserved.

3.2 DYNAMICS OF A TOWER CRANE

Cranes are worksite mechanisms used to lift and lower loads as well as to place them in the site. A tower crane (see Fig. 3.1) is a modern form of balance crane consisting, from an abstractive point of view, of three mechanical parts: an arm rotating around a vertical mast, a trolley moving along the arm and finally a cable drum with a load at the end of the cable. The arm rotates around the mast by an arm motor (actuator 1), the trolley moves along the arm by a second motor (actuator 2) and the payload is lifted or lowered by a third motor (actuator 3) rotating the cable drum to gather or release the cable. The tower crane is a highly oscillatory system described by linear and nonlinear dynamics. The nonlinear dynamics come mainly from the rotational motion inducing centripetal and Coriolis accelerations producing instability.

![Fig. 3.1 Tower crane configuration.](image-url)
In what follows, the mathematical description of the tower crane will be developed using the Euler-Lagrange approach. The tower crane is inherently unstable with respect to all motion variables. In such mechanical systems it is a common practice (see [27]) to use pre-installed three term controllers to regulate local performance variables. Such pre-installed local PID controllers are necessary for the safe ground operation. Here, three pre-installed approximate PID controllers are considered. The 1st PID stabilizes the velocity of the arm, the 2nd stabilizes the position of the trolley along the arm and the 3rd the cable length.

### 3.2.1 State Space Model of the Crane

Define

\[
\begin{align*}
\dot{x} &= \begin{bmatrix} x_1 & \cdots & x_{16} \end{bmatrix}^T = [q_1 \ q_2 \ q_3 \ q_4 \ q_5 \ \dot{q}_1 \ \dot{q}_2 ] \\
\dot{q}_4 &= \dot{q}_5 \ x_{1,1} \ x_{1,2} \ x_{2,1} \ x_{2,2} \ x_{3,1} \ x_{3,2} ]^T \\
w &= [w_1 \ w_2 \ w_3 ]^T, \ y = [y_1 \ y_2 \ y_3 ]^T, \ \psi = [\psi_1 \ \cdots \ \psi_5 ]^T
\end{align*}
\]

where \( x \) is the state vector, \( y \) is the performance output vector, \( \psi \) is the measurable output vector, \( w \) is the vector of external commands of the pre-installed PID controllers, \( q_i \) is the arm rotation angle with respect to an inertial frame, \( q_2 \) is the distance of the trolley from the crane’s revolution axis, \( q_3 \) and \( q_4 \) are the cable’s angles and \( q_5 \) is the cable length, \( x_{i,j} \ (i = 1,2,3 \text{ and } j = 1,2) \) are internal variables of the approximate PID controllers while \( w_1 \), \( w_2 \) and \( w_3 \) are the external commands of the PID controllers for the rotational velocity of the crane, the position of the trolley and the cable length, respectively. The mathematical model of the tower crane is developed to be

\[
\frac{dx}{dt} = [E(x)]^{-1} f(x,w), \quad y = r(x), \quad \psi = Lx \tag{3.1}
\]

where \( E(x) \in \mathbb{R}^{16 \times 16}, \ f(x,w) \in \mathbb{R}^{16 \times 1}, \ r(x) \in \mathbb{R}^{3 \times 1} \) and \( L \in \mathbb{R}^{5 \times 16}. \) The nonzero elements of \( E(x) \) and \( f(x,w) \) are:
\[
e_{11}(x) = 1, \quad e_{22}(x) = 1, \quad e_{33}(x) = 1, \quad e_{44}(x) = 1, \quad e_{55}(x) = 1
\]

\[
e_{6,6}(x) = J_1 + J_2 + J_3 + \frac{1}{2}m_1 + (m_2 + m_3)x_2^2 - 2s_{x_1}m_4x_2 - 0.25\left(c_{2x_5} + 2c_{2x_5}^2 - 3\right)m_x^2, \quad e_{6,7}(x) = -c_{x_1}m_3x_5,
\]

\[
e_{6,8}(x) = c_{x_1}m_3x_2(x_2 - s_{x_1}x_5), \quad e_{6,9}(x) = s_{x_1}J_5 + m_5s_5x_5(x_5 - s_{x_1}x_2),
\]

\[
e_{6,10}(x) = c_{x_1}m_3x_2, \quad e_{7,6}(x) = -c_{x_1}m_3x_5, \quad e_{7,7}(x) = m_2 + m_3e_{7,9}(x) = -c_{x_1}m_5x_5,
\]

\[
e_{7,10}(x) = -s_{x_1}m_5, \quad e_{8,6}(x) = c_{x_1}m_3x_5(x_2 - s_{x_1}x_5), \quad e_{8,8}(x) = c_{x_1}m_3x_5 + J_5,
\]

\[
e_{9,6}(x) = s_{x_1}J_5 + m_5s_5x_5(x_5 - s_{x_1}x_2), \quad e_{9,7}(x) = -c_{x_1}m_5x_5, \quad e_{9,9}(x) = m_5m_5x_5 + J_5,
\]

\[
e_{10,6}(x) = c_{x_1}m_3x_2, \quad e_{10,7}(x) = -s_{x_1}m_5, \quad e_{10,10}(x) = m_5, \quad e_{11,11}(x) = 1, \quad e_{12,12}(x) = 1,
\]

\[
f_1(x, w) = x_6, \quad f_2(x, w) = x_7, \quad f_3(x, w) = x_8, \quad f_4(x, w) = x_9, \quad f_5(x, w) = x_{10},
\]

\[
f_6(x, w) = -2m_2x_2x_6 + 0.5m_5x_6\left[x_6 + 2x_5\left(c_{x_4} + c_{x_5}^2x_9 + 4c_{x_4}^2x_9\right) - 2x_5x_6s_{x_4} + 4c_{x_4}^2x_9\right] + 2s_{x_4}\left[c_{x_4}x_8x_9 + x_6 + s_{x_4}x_6\right] + w_1\left(\gamma_1f_{D,1} + f_{P,1}\right)
\]

\[
f_7(x, w) = J_5c_{x_4}x_8 - \gamma_2f_{D,2}x_7 - \gamma_2f_{D,2}f_{D,1} + \gamma_2f_{D,1}f_{P,1} + \gamma_2f_{D,1} - \gamma_2f_{D,2}f_{P,2}
\]

\[
f_8(x, w) = J_5c_{x_4}x_8 - gm_5c_{x_4}x_6s_{x_4} - 2m_5c_{x_4}^2x_8x_6 + m_5c_{x_4}x_6^2 + \left[2s_{x_4}x_8x_9 + c_{x_4}c_{x_4}x_6(s_{x_4} + 2x_9)\right] - 2m_5c_{x_4}x_8x_6\left(x_7 - s_{x_4}x_5\right)
\]

\[
f_9(x, w) = m_5c_{x_4}x_6^2 - 2m_5c_{x_4}x_8x_6 - m_5c_{x_4}x_5x_6^2 + m_5c_{x_4}x_6^2 + \left[2s_{x_4}x_8x_9 + c_{x_4}c_{x_4}x_6(s_{x_4} + 2x_9)\right] - 2m_5c_{x_4}x_8x_6\left(x_7 - s_{x_4}x_5\right)
\]

\[
f_{10}(x, w) = -m_5c_{x_4}x_6^2 + m_5c_{x_4}x_6^2 + c_{x_4}c_{x_4}x_6(s_{x_4} + 2x_9) + m_5c_{x_4}x_8x_6\left(x_7 - s_{x_4}x_5\right) + 0.25m_5c_{x_4}x_6^2 - \gamma_2f_{D,3}f_{D,3} + \gamma_2f_{D,3} + f_{P,3} + f_1\left(x, w\right) = x_{12},
\]
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\[ f_{12}(x, w) = w_1 - x_6 - \gamma_1 x_{12}, \quad f_{13}(x, w) = x_{14}, \quad f_{14}(x, w) = w_2 - x_2 - \gamma_2 x_{14}, \]
\[ f_{15}(x, w) = x_{16}, \quad f_{16}(x, w) = w_3 - x_5 - \gamma_3 x_{16}. \]

The 1st performance output is the angular velocity of the payload (around the mast), i.e. \( y_1 = r_1(x) = x_6 + s_{\xi_4} x_9 \). The 2nd is the radial position of the payload, i.e.
\[ y_2 = r_2(x) = \left[ x_2^2 - 2s_{\xi_4} x_2 x_5 + \left( c_{\xi_4} s_{\xi_4} + s_{\xi_4}^2 \right) x_5^2 \right]^{\frac{1}{2}} \]
and the 3rd is the vertical distance of the payload from the ground, i.e. \( y_3 = r_3(x) = h_0 - c_{\xi_4} c_{\xi_4} x_5 \). Clearly it holds that
\[ r(x) = \left[ r_1(x) \quad r_2(x) \quad r_3(x) \right]^T. \]

The 1st measurable variable is the position of the trolley, i.e. \( x_2 \), the 2nd is the cable length, i.e. \( x_5 \), the 3rd is the angular velocity of the arm, i.e. \( x_6 \), the 4th is the velocity of the trolley, i.e. \( x_4 \) and the 5th is the rate of change of the cable’s length, i.e. \( x_{10} \). Hence, the nonzero elements of \( L \) are \( l_{1,2} = 1, \quad l_{2,5} = 1, \quad l_{3,6} = 1, \quad l_{4,7} = 1 \) and \( l_{5,10} = 1 \). \( m_1, m_2 \) and \( m_3 \) are the arm, trolley and payload masses respectively, \( J_1, J_2 \) and \( J_3 \) are the arm, trolley and payload moments of inertia respectively, \( g \) is the gravitational acceleration, \( l_c \) is the distance of the center of mass of the arm from the revolution axis of the crane, \( h_0 \) is the length of the mast. Note that Christoffel symbols have been used, i.e. \( c_\alpha = \cos(\alpha) \) and \( s_\alpha = \sin(\alpha) \). As already mentioned, each PID controller regulates one part of the crane. In particular, \( f_{P,1}, f_{I,1} \) and \( f_{D,1} \) are the proportional, integral and derivative gains respectively of the approximate PID controller that regulates the angular velocity of the crane, \( f_{P,2}, f_{I,2} \) and \( f_{D,2} \) are the gains of the approximate PID controller that regulates the position of the trolley, \( f_{P,3}, f_{I,3} \) and \( f_{D,3} \) are the gains of the approximate PID controller that regulates the cable length and \( \gamma_1, \gamma_2 \) and \( \gamma_3 \) are the three filter coefficients for the proper approximate implementation of the derivative terms of the three PID controllers, respectively. The parameters of the PID controllers are dedicated to achieve pole placement and asymptotic command following for the respective outputs. Additionally, the parameters of the 1st PID controller increase the properness of the respective closed loop transfer function. To satisfy the above requirements, the PID...
controller parameters are derived to be

\[ f_{P,1} = \frac{(J_1 + I_c^2 m_1)(\lambda_{1,1} \lambda_{2,1} - \lambda_{0,1})}{\lambda_{2,1}^2}, \quad f_{P,2} = \frac{m_2 (\lambda_{2,2} \lambda_{3,2} - \lambda_{0,2})}{\lambda_{3,2}^2}, \]

\[ f_{P,3} = \frac{m_5 (\lambda_{3,3} \lambda_{3,3} - \lambda_{0,3})}{\lambda_{3,3}^2}, \]

\[ f_{I,1} = \frac{(J_1 + I_c^2 m_1) \lambda_{0,1}}{\lambda_{2,1}}, \quad f_{I,2} = \frac{m_2 \lambda_{0,2}}{\lambda_{3,2}}, \quad f_{I,3} = \frac{m_5 \lambda_{0,3}}{\lambda_{3,3}}, \]

\[ f_{D,1} = \frac{(J_1 + I_c^2 m_1)(\lambda_{0,4} - \lambda_{1,1} \lambda_{2,1})}{\lambda_{2,1}^3}, \quad \gamma_1 = \lambda_{2,1}, \quad f_{D,2} = \frac{m_2 \left[ \lambda_{0,2} + \lambda_{3,2} (\lambda_{2,2} \lambda_{3,2} - \lambda_{1,2}) \right]}{\lambda_{3,2}^3}, \]

\[ \gamma_2 = \lambda_{3,2}, \quad f_{D,3} = \frac{m_5 \left[ \lambda_{0,3} + \lambda_{3,3} (\lambda_{2,3} \lambda_{3,3} - \lambda_{1,3}) \right]}{\lambda_{3,3}^3}, \quad \gamma_3 = \lambda_{3,3} \]

where the parameters \( \lambda_{i,j} \) \( (i = 0, 1, 2, 3, \ j = 1, 2, 3) \) are free to be chosen by the designer. They are the coefficients of the characteristic polynomials of each subsystem of the crane, i.e. it holds that

\[ p_i(s) = s^3 + \sum_{j=0}^{2} \lambda_{j,i} s^j, \quad p_i(s) = s^4 + \sum_{j=0}^{3} \lambda_{j,i} s^j \quad (i = 2, 3) \]

Clearly, the parameters \( \lambda_{j,i} \) should be chosen such that \( p_i(s) \) \( (i = 1, 2, 3) \) are stable.

It is important to mention that, except the PID dynamics, the developed here dynamic model of the crane is more general than those presented in [7] and [8], in the sense that it includes variable cable length, as well as all coupling terms in the system dynamics.

### 3.2.2 Linear Approximant of the Model for Constant Velocity of the Arm

Here, a linear approximant of the nonlinear model (1) will be produced assuming that the arm of the crane rotates at constant angular velocity \( \omega \). Let \( \bar{x}_i \) be the nominal points of \( x_i \) for \( i = 2, \ldots, 16 \), where \( \bar{x}_0 = \omega \). So, the nominal trajectory of the angle of the arm is \( \bar{x}_i(t) = \omega t + q_{i,0} \), where \( q_{i,0} \) is the initial angle of the mast. Let \( \bar{x}(t), \bar{y}(t) \)
and $\bar{w}(t)$ be the nominal trajectories of the state, performance output and input vectors of the model (1). It holds that $\bar{x}(t) = \begin{bmatrix} \omega & 0_{1 \times 15} \end{bmatrix}^T$. Let $\bar{w}(t) = \begin{bmatrix} \omega & x^*_2 & x^*_5 \end{bmatrix}^T$, where $x^*_2$ and $x^*_5$ are the nominal values of the position of the trolley along the arm and the cable length respectively. Using the above assumptions $\bar{x}(t)$ and $\bar{y}(t)$ are evaluated to be

\[
\begin{align*}
\bar{x}_1(t) &= \omega t + q_{1,0}, \\
\bar{x}_2 &= x^*_2, \\
\bar{x}_3 &= 0, \\
\bar{x}_5 &= x^*_5, \\
\bar{x}_6 &= \omega, \\
\bar{x}_7 &= 0, \\
\bar{x}_8 &= 0, \\
\bar{x}_9 &= 0, \\
\bar{x}_{10} &= 0, \\
\bar{x}_{11} &= 0, \\
\bar{x}_{12} &= 0, \\
\bar{x}_{13} &= -(m_2 + m_5)x^*_2 \omega^2 / f_{1,2} \gamma_2, \\
\bar{x}_{14} &= 0, \\
\bar{x}_{15} &= -m_5 \gamma / f_{1,3} \gamma_3, \\
\bar{y}_1 &= \omega, \\
\bar{y}_2 &= x^*_2 - x^*_5 s_{x_1}, \\
\bar{y}_3 &= h_0 - x^*_5 c_{x_1},
\end{align*}
\]

where the nominal value $\bar{x}_4$ is evaluated by the equation

\[
g s_{x_1} + \omega^2 c_{x_1} \left( x^*_2 - x^*_5 s_{x_1} \right) = 0 \tag{3.2}
\]

The deviations around the nominal values of the external commands and the performance, state and measurable variables are, $\Delta w = w - \bar{w}$, $\Delta y = y - \bar{y}$, $\Delta x = x - \bar{x}$ and $\Delta \psi = \psi - \bar{\psi}$ respectively. The linear approximant of the nonlinear model (1) is derived to be

\[
\frac{d}{dt} \delta x = A \delta x + B \delta w, \quad \delta y = C \delta x, \quad \delta \psi = L \delta x \tag{3.3}
\]

where $\delta w = \Delta w$ and, $\delta x$, $\delta y$ and $\delta \psi$ are the responses of the linear approximant, approximating the deviations, $\Delta x$, $\Delta y$ and $\Delta \psi$ respectively. The linear approximation takes place around an operating point $\bar{o}(t) = \bar{o}(t)$ where $\bar{o}(t) = \{w, x, y\}$ and $\bar{\sigma}(t) = \{\bar{\omega}, \bar{x}, \bar{y}\}$. The linear approximant system matrices are of the form

\[
\begin{bmatrix} A & B \end{bmatrix} = \begin{bmatrix} \frac{\partial}{\partial x} & \frac{\partial}{\partial w} \end{bmatrix} \begin{bmatrix} E(x)^{-1} f(x, w) \end{bmatrix}_{\omega=\bar{\omega}} \quad C = \frac{\partial r(x)}{\partial x} \bigg|_{\omega=\bar{\omega}} \tag{3.4}
\]
From (4) it can be concluded that $A$ and $B$ can be expressed in the form $A = \tilde{E}^{-1}\tilde{A}$ and $B = \tilde{E}^{-1}\tilde{B}$, where the nonzero elements of $\tilde{A}$, $\tilde{B}$ and $\tilde{E}$ are

\[
\tilde{e}_{1,1} = 1, \quad \tilde{e}_{2,2} = 1, \quad \tilde{e}_{3,3} = 1, \quad \tilde{e}_{4,4} = 1, \quad \tilde{e}_{5,5} = 1,
\]

\[
\tilde{e}_{6,6} = J_1 + J_2 + J_3 + f_m + \epsilon_5 s_{\tau_1} \left( x_5 s_{\tau_1} - 2x_2 \right) m_5 + x_2^2 \left( m_2 + m_5 \right),
\]

\[
\tilde{e}_{6,8} = x_5 c_{\tau_1} \left( x_2 - x_5 s_{\tau_1} \right) m_5, \quad \tilde{e}_{7,7} = m_2 + m_5, \quad \tilde{e}_{7,9} = -x_5 c_{\tau_1} m_5, \quad \tilde{e}_{7,10} = -s_{\tau_1} m_5,
\]

\[
\tilde{e}_{8,6} = x_5 c_{\tau_1} \left( x_2 - x_5 s_{\tau_1} \right) m_5,
\]

\[
\tilde{e}_{8,8} = J_5 + x_5 c_{\tau_1} m_5, \quad \tilde{e}_{9,9} = -x_5 c_{\tau_1} m_5, \quad \tilde{e}_{9,10} = J_5 + x_5 c_{\tau_1} m_5, \quad \tilde{e}_{10,7} = -s_{\tau_1} m_5, \quad \tilde{e}_{10,10} = m_5,
\]

\[
\tilde{c}_{11,11} = \tilde{c}_{12,12} = \tilde{c}_{13,13} = 1, \quad \tilde{c}_{14,14} = \tilde{c}_{15,15} = \tilde{c}_{16,16} = 1,
\]

\[
\tilde{a}_{1,1} = \tilde{a}_{2,2} = \tilde{a}_{3,3} = \tilde{a}_{4,4} = \tilde{a}_{5,5} = -\gamma_1 f_{D,1} - f_{P,1}, \quad \tilde{a}_{6,6} = \tilde{a}_{7,7} = \tilde{a}_{8,8} = \tilde{a}_{9,9} = -\gamma_2 f_{J,1} - f_{P,1},
\]

The nonzero elements of $C$ are

\[
c_{1,1} = 1, \quad c_{2,2} = 1, \quad c_{2,4} = -x_5 c_{\tau_1}, \quad c_{2,5} = -s_{\tau_1}, \quad c_{3,4} = x_5 s_{\tau_1} \quad \text{and} \quad c_{3,5} = -c_{\tau_1}.
\]

### 3.2.3 Accuracy of the Linear Approximant

Here, it will be investigated via series of computational experiments if the linear
approximant (3.3) of the tower crane performs similarly to the nonlinear model (3.1). At first, assume that the model (3.1) operates on certain operating conditions. In particular, let \( \bar{w}_1, \bar{w}_2 \) and \( \bar{w}_3 \) be the nominal values of the external commands of the approximate PID controllers yielding the respective operating trajectories for the state variables, let \( \bar{x}_i(t) \) and \( \bar{x}_j \) for \( j = 2, \ldots, 16 \). In what follows, small variations of the model will be considered. To this end, the external commands are chosen to be of the form

\[
w_i(t) = \bar{w}_i + \hat{w}_i \rho(t, \tau_1, \tau_2, T_1, T_2, T_3), \quad i = 1, 2, 3 \tag{3.5}\]

where \( \hat{w}_i \in \left[ (\hat{w}_i)_{\text{min}}, (\hat{w}_i)_{\text{max}} \right] \) and where

\[
\rho(t, \tau_1, \tau_2, T_1, T_2, T_3) = \sigma(t, \tau_1) - \sigma(t, \tau_2) + \frac{e^{T_1} T_2 (T_2 - T_3) - e^{T_1} T_3 (T_1 - T_3) + e^{T_2} T_3 (T_1 - T_2)}{(T_1 - T_2)(T_1 - T_3)(T_2 - T_3)} \sigma(t, \tau_1) - \frac{e^{T_2} T_1 (T_2 - T_3) - e^{T_2} T_1 (T_1 - T_3) + e^{T_3} T_1 (T_1 - T_2)}{(T_1 - T_2)(T_1 - T_3)(T_2 - T_3)} \sigma(t, \tau_2)
\]

\[
\sigma(t, \tau_i) = \begin{cases} 0 & t < \tau_i \\ 1 & t \geq \tau_i, \tau_i = 1, 2 
\end{cases}
\]

with \( \tau_1 < \tau_2 \) and \( T_1, T_2, T_3 \) being positive different among themselves constants. The form of \( \rho \) is such that its 1st and 2nd derivatives with respect to time are smooth.

Using these input changes, the response of the nonlinear model (3.1) the system response regarding the performance outputs \( y_i \) \( (i = 1, 2, 3) \) and the measurable variables \( \psi_k \) \( (k = 1, \ldots, 5) \) is computed. The responses of the linear approximant and nonlinear model are compared using a Euclidian type norm the form [28]

\[
p(\varphi_j, \delta \varphi_j) = 100\% \times \frac{\|\varphi_j(t) - \delta \varphi_j(t) - \varphi_j\|_2}{\|\varphi_j(t) - \varphi_j\|_2} \tag{3.6}\]
where \( \varphi_j \) is a signal representing the state, performance or measurable variables,

\[
\| \varphi_j(t) \|_2 = \sqrt{\int_0^{\tau_{\text{max}}} [\varphi_j(t)]^2 \, dt}
\]

and \( \tau_{\text{max}} \in \mathbb{R}^+ \) where \( \tau_{\text{max}} \) represents a time instance, greater than the relaxation time of the argument response. To evaluate the cost criterion in (6), consider the test case presented in [29]

\[
\begin{align*}
    m_1 &= 73.377 [\text{Kgr}], \quad m_2 = 2.492 [\text{Kgr}], \quad m_5 = 3.1415 [\text{Kgr}], \quad J_1 = 13.609 [\text{Kgr m}^2], \\
    J_2 &= 8.572 [\text{Kgr m}^2], \quad J_5 = 0.01256 [\text{Kgr m}^2], \quad h_0 = 2.55 [\text{m}], \quad g = 9.81 [\text{m/sec}^2], \\
    l_c &= 0.4517 [\text{m}]
\end{align*}
\]

The nominal values and the controller parameters are

\[
\begin{align*}
    \omega &= \pi / 20 [\text{rad/sec}], \quad q_{1,0} = 0 [\text{rad}], \quad x_2^* = 0.5 [\text{m}], \quad x_5^* = 0.5 [\text{m}], \quad \lambda_{0,1} = 4766.52, \\
    \lambda_{1,1} &= 889.21, \lambda_{1,2} = 53, \quad \lambda_{0,2} = 1712.2557, \quad \lambda_{1,2} = 1425.512, \quad \lambda_{2,2} = 371.78, \\
    \lambda_{3,2} &= 35.2, \quad \lambda_{0,3} = 122138.016, \quad \lambda_{3,3} = 30449.576, \quad \lambda_{2,3} = 2475.06, \quad \lambda_{3,3} = 83.1, \\
    \bar{w}_1 &= \pi / 6 [\text{rad/sec}], \quad \bar{w}_2 = 0.5 [\text{m}], \quad \bar{w}_3 = 0.75 [\text{m}]
\end{align*}
\]

For the above values of the system parameters, the inner controller coefficients are computed to be

\[
\begin{align*}
    &f_{p,1} = 431.01, \quad f_{d,1} = 2570.35, \quad f_{a,1} = -8.13227, \quad \gamma_1 = 53 \\
    &f_{p,2} = 97.476, \quad f_{d,2} = 121.22, \quad f_{a,2} = 23.5511, \quad \gamma_2 = 35.2 \\
    &f_{p,3} = 1095.58, \quad f_{d,3} = 4617.42, \quad f_{a,3} = 80.3857, \quad \gamma_3 = 83.1
\end{align*}
\]

while the operating trajectories for the state variables and performance outputs are evaluated to be

\[
\begin{align*}
    &x_1(t) = \pi t / 20 [\text{rad}], \quad x_2 = 0.5 [\text{m}], \quad x_3 = 0 [\text{rad}], \quad x_4 = -0.00125918 [\text{rad}], \\
    &\bar{x}_5 = 0.5 [\text{m}], \quad \bar{x}_6 = \pi / 20 [\text{rad/sec}], \quad \bar{x}_7 = 0 [\text{m/sec}], \quad \bar{x}_8 = 0 [\text{rad/sec}]
\end{align*}
\]
$$\bar{x}_9 = 0 \text{[rad/sec]}, \quad \bar{x}_{10} = 0 \text{[m/sec]}, \quad \bar{x}_{11} = 0 \text{[-]}, \quad \bar{x}_{12} = 0 \text{[-]}, \quad \bar{x}_{13} = 0 \text{[-]}, \quad \bar{x}_{14} = 0 \text{[-]}, \quad \bar{x}_{15} = 0 \text{[-]}, \quad \bar{x}_{16} = 0 \text{[-]}, \quad \bar{y}_1 = \pi / 20 \text{[rad/sec]}, \quad \bar{y}_2 = 0.5006 \text{[m]}, \quad \bar{y}_3 = 2.05016 \text{[m]}$$

To evaluate the accuracy of the linear approximant through the cost criterion (3.6) for the measurable and performance variables of the plant, the external commands are considered to deviate from their nominal values about 15%, i.e. $$\bar{\omega}_i / \bar{\omega} < 0.15$$ ($$i = 1, 2, 3$$). Here, the level of accuracy of the linear approximant is considered to be the maximum of $$p$$ for all performance and measurable variables. After computing the level of accuracy for all combinations in the aforementioned indicative deviation bounds of the external commands, it has been shown that a level of accuracy of 10.16% is derived, i.e. for all combinations of the external commands in $$\bar{\omega}_i / \bar{\omega} < 0.15$$, the maximum of $$p(\varphi_j, \delta \varphi_j)$$ for $$\varphi_j \in \{y_1, y_2, y_3, \psi_1, \ldots, \psi_5\}$$ is less than or equal to 10.16%. Hence, it can be stated that the linear approximant (3.3) is an accurate representation of the nonlinear model (1) and so a controller can be designed based on it.

### 3.2.4 Wireless Controller Implementation

Wireless control overcomes mobility limitations and enhances the system’s flexibility especially for the case of controlling simultaneously multiple mechanisms. However, wireless control necessitates the use of high-fidelity equipment. For our purposes, neither data storage limitations, transmission rate nor long distances are crucial factors to consider. A major limitation to consider is the need for a telecommunication signal resisting to noise and other users’ interference. This is an inherent situation to any industrial environment.

### 3.2.5 Measurable Variables

Since a wireless controller must be designed, a transmission delay is expected between the sensors and the controller base. Furthermore, this transmission delay is in general time varying. Hence, the vector of the system’s measurable outputs $$\psi(t)$$ is truly $$\psi(t) = \mathbf{L} \times \mathbf{v}(t - \tau(t)).$$ Note that the delay $$\tau(t)$$ stands for the...
transmission/reconstruction delay taking place between the sensors and the controller. Without loss of generality, this delay is assumed to be the same for all measurable variables. In the following subsections, an appropriate transmission/reconstruction algorithm will be proposed in order to eliminate delay variations. Elimination of the delay variations will clearly facilitate controller design and implementation.

### 3.2.6 Controller Configuration

With respect to the controller configuration, it is considered that the setup consists of two separates Networks (see Fig.3.2)

![Block diagram of the closed loop system.](image)

Fig. 3.2 Block diagram of the closed loop system.

The 1\textsuperscript{st} network is dedicated to the transmission of the measurable outputs from the sensors to the controller, while the 2\textsuperscript{nd} network is dedicated to the transmission of the inner PID external commands to the preinstalled PIDs on the tower crane. Each network consists of a single transmitter and a single receiver. The transmitter and receiver of the tower crane are assumed to be located at the highest point of the mast while the 2\textsuperscript{nd} transmitter / receiver system is located at the controller base at the ground. It is important to point out that since the inner PID external commands are transmitted to the local preinstalled controllers, a transmission delay is expected between the base and the crane. Furthermore, this transmission delay, denoted by $\tau_2(t)$, is time varying. Consequently, the nonlinear model in (1) takes on the form

$$ \frac{dx(t)}{dt} = \left[ E(x(t)) \right]^{-1} f\left(x(t), w(t - \tau_2(t))\right) $$

(3.7)
Clearly, the signals of each network cannot be transmitted simultaneously, and an appropriate synchronization algorithm is needed. As already mentioned, this algorithm must satisfy the specification of equal delay for all signals.

### 3.2.7 Communication Protocol

With the aforementioned factors in mind, the Wi-Fi, the Bluetooth and the ZigBee protocols were recognized as suitable candidates. The connectivity of Bluetooth is practically limited to a several meters distance. Moreover, its activation latency, typically about three seconds, was considered rather large for the present application. ZigBee as compared to Wi-Fi is cheaper, easier to implement, more robust from a networking topology perspective and less power consuming. Further-on, the robustness of both systems’ direct sequence spread spectrum (ds-ss) modulation is evaluated and compared, since it constitutes the most determining factor against interference. To account for ZigBee’s IEEE 802.15.4 Mac/Physical layer, a 31 chips Gold sequence is used. For the Wi-Fi case, the known 11-chip Barker pn-sequence ‘110110111000’ is used. At both cases, a zero-mean average white Gaussian noise is added using a uniform random number generator. According to the emulation test results, the comparison between ZigBee and Wi-Fi clearly demonstrated the effectiveness of the 802.15.4 modulation type, in terms of signal to noise ratio.

### 3.2.8 Elimination of the Transmission Delay Variations

As mentioned in the previous subsections, time varying delays appear during wireless communication between the base and the tower crane. Furthermore, due to the system’s configuration, the signals cannot be transmitted simultaneously. In the present section a signal transmission/ synchronization approach will be proposed to synchronize the transmitted signals and eliminate delay variations.

To this end, assume that a set of \( n_s \) signals, let \( \varphi_i (i = 1, \ldots, n_s) \), needs to be transmitted. Furthermore, define a base clock period, let \( T_s \), upon which signal transmission changes take place. The synchronization algorithm is proposed to be:
**Synchronization Algorithm**

**Step 1:** At $t = t_0$ sample and hold $\varphi_i(t_0)$ for $i = 1, \ldots, n_s$.

**Step 2:** Let $i = 1$.

**Step 3:** For the time period $t_0 + T_s(i - 1) \leq t < t_0 + T_s i$ the transmitter is triggered to transmit the value $\varphi_i(t_0)$. Within the above time period, triggering takes place multiple times at a sub period $T_s / r_p$ where $r_p \geq 2$. The receiver holds the value $\varphi_i(t_0)$.

**Step 4:** Let $i = i + 1$.

**Step 5:** If $i \leq n_s$ go to **Step 3** else go to **Step 6**.

**Step 6:** For the time period $t_0 + T_s n_s \leq t < t_0 + T_s(n_s + 1)$ the transmitter is triggered to transmit a “loop completion” signal to the receiver. Within the above time period, triggering takes place multiple times at a sub period $T_s / r_p$ where $r_p \geq 2$. As soon as the receiver gets the “loop completion” signal releases as output $\varphi_i(t_0)$ ($i = 1, \ldots, n_s$).

**Step 7:** Let $t_0 = t_0 + T_s(n_s + 1)$.

**Step 8:** Go to **Step 1**.

Although in the above procedure multiple transmissions of the same signal take place, it guarantees from the practical point of view that all transmitted signals are synchronized, while a constant delay transmission of $T_s(n_s + 1)$ time units is achieved.
3.2.9 Signal Reconstruction

The final task in the signal transmission scheme lies in the reconstruction of the continuous time signal at the receiver, using discrete time signal data. To this end, there exist several well-established procedures, such as “zero order hold” (ZOH) and “first order hold” (FOH). The main disadvantage of these techniques is that they generate discontinuous non-smooth signals that may produce significant errors if used for control purposes, especially if the control schemes include derivative terms. To avoid these drawbacks, in the present work a “delayed interpolation” scheme will be proposed. The basic idea of this approach is to use past data available to the designer to reconstruct the signal at the present time. The reconstruction is accomplished by evaluating appropriate interpolating functions based upon the past data. Then the interpolating function is used to generate the signal at the present time.

The proposed procedure will be applied choosing a second order interpolation scheme. At a time instance \( t = kT \), where \( T \) is the sampling period, three consecutive samples are available from a transmitted signal \( \varphi(t) \), let \( \varphi(kT) \), \( \varphi(kT - T) \) and \( \varphi(kT - 2T) \). The second order interpolating function passing from all data points is of the form \( \vartheta(t) = \beta_2(kT)t^2 + \beta_1(kT)t + \beta_0(kT) \). It can be verified that the polynomial coefficients \( \beta_0(kT) \), \( \beta_1(kT) \) and \( \beta_2(kT) \) can be evaluated through the relation

\[
\begin{bmatrix}
(kT)^2 & kT & 1 \\
(kT - T)^2 & kT - T & 1 \\
(kT - 2T)^2 & kT - 2T & 1
\end{bmatrix}
\begin{bmatrix}
\beta_2(kT) \\
\beta_1(kT) \\
\beta_0(kT)
\end{bmatrix}
= 
\begin{bmatrix}
\varphi(kT) \\
\varphi(kT - T) \\
\varphi(kT - 2T)
\end{bmatrix}
\tag{3.8}
\]

The system in (8) is solvable if and only if \( T = 0 \) which is obviously satisfied. For \( t \in (kT, kT + T) \) the reconstructed signal, let \( \varphi_\text{r}(t) \), becomes \( \varphi_\text{r}(t) = \vartheta(t - 2T) \). Clearly, this scheme does not use extrapolation of past data, thus providing accurate reconstruction. The main disadvantage is that it introduces an additional time delay to the reconstructed signals. Nevertheless, in the present work this issue is overcome using a controller that incorporates the time delays.
To demonstrate the efficiency of the proposed scheme the test signal \( \varphi(t) = \sin(2t) \sin(3t) / (2 + \cos(4t)) \) is considered. Different sampling periods from 0.1[sec] to 0.5[sec] are used and the sampled signal is reconstructed using ZOH, FOH and the delayed interpolation approach proposed herein. Defining a percentile error norm of the form \( p(\varphi, \varphi_r) = 100\% \|\varphi(t) - \varphi_r(t)\| / \|\varphi(t)\| \) it is observed that for all sampling periods examined, the delayed interpolation scheme provides far more accurate reconstruction than the ZOH or FOH schemes (see Figure 3.3). It is noted that in the above experiment the two sampling periods delay of the reconstructed signal produced by the delayed interpolation scheme has been considered.

![Fig. 3.3 Signal Reconstruction Error for Different Sampling Periods.](image)

The previous algorithm of signal synchronization and signal reconstruction is depicted in the figure 3.4 above.
Fig. 3.4 Block diagram of a WNC $n^{th}$ order system with $m$ actuable inputs where flow chart of signal synchronization/reconstruction algorithm is depicted.
3.2.10 Controller Design

In the present section a dynamic controller will be designed in order to control the performance outputs of the tower crane. In particular the design goal will be that of Input / Output (I/O) Decoupling (see [30] and [31]), where each performance output is controlled by only one external input. Using the results presented in the previous sections and considering that constant transmission / reconstruction delays exists between the controller and the actuators, the overall linear approximant of the nonlinear model takes on the form

\[
\frac{d}{dt} \delta x(t) = A \delta x(t) + B \delta w(t - \tau_2) \tag{3.9a}
\]

\[
\delta y(t) = C \delta x(t), \quad \delta \psi(t) = L \delta x(t - \tau_1) \tag{3.9b}
\]

where \( \tau_1 \) and \( \tau_2 \) are the constant transmission/reconstruction delays between the sensors and the controller respectively and the controller and the actuators respectively. For the I/O Decoupling goal, the interest is focused on the forced behaviour of the system, i.e. for zero initial and past conditions \( x(t) = 0, w(t) = 0 \) for \( t \leq 0 \). The system in (9) can be described in the frequency domain by the following set of algebraic equations

\[
s \delta X(s) = A \delta X(s) + z_2 B \delta W(s) \tag{3.10a}
\]

\[
\delta Y(s) = C \delta X(s), \quad \delta \psi(s) = z_1 L \delta X(s) \tag{3.10b}
\]

where \( z_1 = e^{\beta_1} \) and \( z_2 = e^{\beta_2} \), \( \delta X(s) = L_\times \{ \delta x(t) \} \), \( \delta W(s) = L_\times \{ \delta w(t) \} \), \( \delta Y(s) = L_\times \{ \delta y(t) \} \) and \( \delta \psi(s) = L_\times \{ \delta \psi(t) \} \) with \( L_\times \{ \bullet \} \) be the Laplace transform of the argument signal.

To derive a decoupled closed loop system, the feedback is proposed to be of the dynamic multi delay type (see [30]), i.e.
\[ \delta W(s) = K(s, z_1, z_2) \delta \Psi(s) + G(s, z_1, z_2) \Omega(s) \] (3.11)

where \( \Omega(s) \) is the \( 3 \times 1 \) vector of external inputs and where the elements of the matrices \( K(s, z_1, z_2) \) and \( G(s, z_1, z_2) \) are rational functions of \( s \) with coefficients being functions of \( z_1 \) and \( z_2 \). It must be noted that the implementability of the controller requires that the elements of the matrices \( K(s, z_1, z_2) \) and \( G(s, z_1, z_2) \) must be realizable ([30] and [31]). Substituting (3.11) to (3.10) the I/O decoupling problem is formally stated as follows (see [30] and [31]): Find \( K(s, z_1, z_2) \) and \( G(s, z_1, z_2) \) such that

\[
z_2 C \left[ sI_{16} - A - z_1 z_2 BK(s, z_1, z_2) L \right]^{-1} BG(s, z_1, z_2) = \text{diag} \left\{ h_i(s, z_1, z_2) \right\} \quad (3.12)
\]

where \( h_i(s, z_1, z_2) \) are appropriate different than zero rational functions of \( s \) with coefficients being functions of \( z_1 \) and \( z_2 \) and \( I_n \) is the \( n \)-dimensional unitary matrix. Equation (12) formulates the problem in a normal system form. For the equation (3.12) to be well defined the precompensator \( G(s, z_1, z_2) \) must be invertible and the feedback matrix \( K(s, z_1, z_2) \) is restricted to satisfy the inequality

\[
\det \left[ sI_{16} - A - z_1 z_2 BK(s, z_1, z_2) L \right] \neq 0 \quad (3.13)
\]

Let

\[
L_B(s, z_1, z_2) = z_1 z_2 L \left( sI_{16} - A \right)^{-1} B \quad (3.14a)
\]

\[
H_B(s, z_2) = z_2 C \left( sI_{16} - A \right)^{-1} B \quad (3.14b)
\]

where \( L_B(s, z_1, z_2) \) is the transfer matrix mapping the actuatable inputs to the measurable variables and \( H_B(s, z_2) \) is the transfer matrix mapping the actuatable inputs to the performance variables. Using the results presented in [31], it can be
verified that the solution of the controller matrices presented in (11) solving the I/O decoupling problem are,

\[ K(s, z_1, z_2) \] arbitrary proper and realizable \hspace{1cm} (3.15a)

\[
G(s, z_1, z_2) = \left\{ I_5 - K(s, z_1, z_2) L_B(s, z_1, z_2) \right\} \left[H_B(s, z_2) \right]^{-1} \text{diag} \left\{ h_i(s, z_1, z_2) \right\} \hspace{1cm} (3.15b)
\]

For \( G(s, z_1, z_2) \) to be invertible and realizable, it is necessary for \( h_i(s, z_1, z_2) \) \((i = 1, \ldots, 3)\) to be different than zero and sufficiently realizable. For example the index of realizability of \( h_i(s, z_1, z_2) \) should be greater than or equal to the minus of the index of realizability of the \( i \)-th column of \( \left\{ I_5 - K(s, z_1, z_2) L_B(s, z_1, z_2) \right\} \left[H_B(s, z_2) \right]^{-1} \). Obviously, \( L_B(s, z_1, z_2) \) is realizable. It can be proven that the index of realizability \( \left[H_B(s, z_2) \right]^{-1} \) is \(-\tau_2\). Thus, the index of realizability of \( h_i(s, z_1, z_2) \) \((i = 1, \ldots, 3)\) must be greater than or equal to \( \tau_2 \).

The diagonal elements of the closed loop transfer matrix connecting the external commands to the respective performance outputs are selected to be of the form:

\[
h_i(s) = z_2 \left( 1 + \sum_{j=1}^{5} \alpha_j s^j \right) \prod_{j=1}^{7} \left( \zeta_{i,j} s + 1 \right) \hspace{1cm} (3.16)
\]

where \( \zeta_{i,j} \) \((i = 1, 2, 3, \ j = 1, \ldots, 7)\) are positive numbers. The independent of the delays denominator guaranties asymptotic command following for the performance outputs of the system.

The parameters \( \alpha_i \) \((i = 1, \ldots, 5)\) are dedicated to cancelling out in (3.15b) possible unstable roots of \( \left\{ I_5 - K(s, z_1, z_2) L_B(s, z_1, z_2) \right\} \left[H_B(s, z_2) \right]^{-1} \) by \( h_i(s) \).

### 3.2.11 Performance of the Closed Loop System

To demonstrate the performance of the control scheme proposed in 3.2.10, consider the data presented in 3.2. To simulate the influence of the wireless network,
the TrueTime Simulator [32] will be used. With regard to the network parameters, the
data rate is 250[kbps], the minimum frame size is 30[byte], the transmit power is
0[dBm], the receiver signal threshold is −85[dbm], the path loss exponent is 5.5[−]
, the ACK timeout is 8.64 · 10−4[sec], the retry limit is 3[−] and the packet size is
126[byte]. Furthermore it is considered that \( T_s = 0.01[sec] \) and \( r_p = 2 \). The diagonal
elements of the closed loop transfer matrix are selected to be \( \zeta_i,1 = 1.0 \), \( \zeta_i,2 = 1.2 \),
\( \zeta_i,3 = 1.4 \), \( \zeta_i,4 = 1.6 \), \( \zeta_i,5 = 1.8 \), \( \zeta_i,6 = 2.0 \), \( \zeta_i,7 = 2.2 \) for \( i = 1,2,3 \). Furthermore,
we select \( \alpha_1 = -2.83721 \times 10^{-22}, \alpha_2 = 0.000042283, \alpha_3 = -3.534 \times 10^{-19}, \alpha_4 = 0.052667 \) and \( \alpha_5 = -6.7101156 \times 10^{-18} \). The feedback matrix \( K(s, z_1, z_2) \) is
chosen to be static thus guaranteeing properness and realizability, i.e.

\[
K = \begin{bmatrix}
1.5541576 & 2.6063396 & -0.04554566 & -0.068197 & 0.047171 \\
0.1274696 & -0.3491352 & -0.002501128 & -0.03775 & -0.0038487 \\
-0.9324828 & 0.098935732 & -0.01374911 & -0.06254563 & 0.0151221 \\
\end{bmatrix}
\]

(3.17)

The above selection of the feedback matrix increases the stability margin of the closed
loop system, as compared to the open loop system, to more than 50%. Using (3.15b),
the precompensator is derived to be of the form:

\[
G(s, z_1, z_2) = \left[ \hat{G}_{i,j}(s) + z_1 z_2 \hat{G}_{i,j}(s) \right] / \bar{G}(s), \quad i, j = \{1,2,3\}
\]

(3.18)

where \( \hat{G}_{i,j}(s) \), \( \hat{G}_{i,j}(s) \) and \( \bar{G}(s) \) are appropriate polynomials of \( s \) (independent of
\( z_1 \) and \( z_2 \)). The external commands are chosen to be unit step changes of the form
\( \omega_1(t) = 0.1\bar{y}_1 \), \( \omega_2(t) = 0.1\bar{y}_2 \), \( \omega_3(t) = -0.15\bar{y}_3 \). To demonstrate the performance of
the proposed control scheme when applied to the nonlinear model of the plant (3.1),
Figures 3.5 to 3.10 are presented. In Figures 3.5 to 3.7 the closed loop responses of the
performance outputs for both the linear (dotted line) and the nonlinear (continuous
line) closed loop systems are presented, while in Figures 3.8 to 3.10 the actuator forces
are presented. With respect to the performance outputs (Figures 3.5 to 3.7), it can
readily be observed that the closed loop responses follow accurately (being almost visually identical) the reference responses. With respect to the actuator forces (Figures 3.8 to 3.10), it is observed that they do not present significant fluctuations, especially for the mast rotation and cart position actuators. With respect to the cable length actuator (Figure 3.8), fast varying changes can be observed. Nevertheless, their amplitude is small, thus not imposing any significant difficulty in the implementation. With respect to the state variables of the system it is mentioned that they all remain within acceptable limits. Finally, it is important to mention that the accuracy range of the linear approximant of the closed loop system as compared to the nonlinear one is preserved.

![Graph showing nonlinear and linear closed loop response](image-url)

**Fig. 3.5 Nonlinear and Linear Closed Loop Response for \( y_1(t) \).**
Fig. 3.6 Nonlinear and Linear Closed Loop Response for $y_2(t)$.

Fig. 3.7 Nonlinear and Linear Closed Loop Response for $y_3(t)$. 
Fig. 3.8 Nonlinear Closed Loop Response for the Arm Actuator Torque.

Fig. 3.9 Nonlinear Closed Loop Response for the Trolley Actuator Force.
The influence of the presence of the delays to the controller performance and the necessity for the design of a delay dependent controller is a very important issue. To investigate this issue, consider the case where the controller \( \delta W(s) = K \delta \Psi(s) + G(s,1,1) \Omega(s) \) is used where \( K \) and \( G(s,z_1,z_2) \) are given in (3.17)-(3.18). The nonlinear closed loop response for this case will be compared to the respective one using the delay dependent controller presented in the previous paragraph. To compare the responses, consider the percentile error of the form (3.6) with \( \tau_{\text{max}} = 30[\text{sec}] \). It is observed that the percentile error for the first performance variable using the proposed controller in 3.2.10 as compared to the one using the delayless controller is 96.23% smaller. For the second performance variable the respective error is 91.45% smaller while for the third performance variable the respective error is 78.62% smaller. Clearly, the proposed delay dependent controller approach produces far more accurate results.

The final issue that needs to be addressed is whether the use of the delayed interpolation scheme (for the analogue signal reconstruction from the transmitted signals) is advantageous as compared to the use of classical reconstruction approaches such as the ZOH approach, especially after recalling that the delayed interpolation scheme as used in the present work increases the transmission delay by two cycles. With respect to the accuracy of the signal reconstruction, the issue has been examined.
in 3.2.9 where it has been observed that the reconstructed signal using the delayed interpolation technique is far more accurate. With respect to the performance outputs it can be observed that using the ZOH approach the results are similar to those using the delayed interpolation approach. The main advantage of the delayed interpolation approach lies in the fact that it produces smooth responses for the state variables in the sense that the acceleration of the state variables $x_1$ to $x_5$ does not present high oscillatory behavior. Furthermore, the peak values in the zero order hold case are significantly larger as compared to the respective ones in the delayed interpolation approach. The variation ranges for $\dot{x}_6(t)$, $\dot{x}_7(t)$, $\dot{x}_8(t)$, $\dot{x}_9(t)$ and $\dot{x}_{10}(t)$ are 12.91, 250.85, 282.7, 9713.9 and 426.88 times greater in the ZOH case than in the delayed interpolation case. High variations in the accelerations of the system motion variables may lead to destructive conditions to the system and reveal flexible structure characteristics that should be included in the model (3.1), thus producing a more complex mathematical model to describe the system’s dynamics and consequently requiring the design of a much more complex controller. Similar conclusions can be drawn for the implementation of the actuator forces where an additional issue regarding the implementability of these forces arises. Indeed, in the ZOH case, the variation ranges for the actuator forces are 10.85, 47.76 and 426.37 times greater than in the delayed interpolation case.

3.3 SUMMARY

In this work, the standard model of the crane was modified to include variable cable length as well as include all coupling terms in the system dynamics. In addition, the nonlinear dynamics of the plant were accurately linearized. An appropriate realizable multi-delay dynamic controller has been designed based on the linear approximant of the crane and applied on the realistic nonlinear model. The variability of the time delays in the communication between sensors to controller and controller to actuators, which is generally induced by wireless network has a significant impact on the stability and robustness of the controller, was successfully handled with the development of a synchronization algorithm. At the same time, a signal reconstruction algorithm ensures the accurate signal transmission between the plant and the controller. The proposed controller, that depends on constant communication delays, provides stability and I/O decoupling. The efficiency of our algorithms has been
demonstrated with appropriate computer simulation. This approach is particularly useful for industrial purposes where remote operation via wireless communication network can be severely hindered by communication delays.
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Chapter 4: Towards Remote Control of Planar Redundant Robotic Manipulator

4.1 INTRODUCTION

Due to the dexterity arising from the increased number of degrees of freedom, the use of redundant robots is significantly increasing. Typical applications are met in robotic surgery, cutting and assembly (see [1]-[3] and the references therein). Nevertheless a tradeoff has to be made to address the much greater structural complexity of redundant robots as well as the complicated algorithms needed for the solution of the inverse kinematics problems and the motion control. For such robots, teleoperation is of special interest, especially for the case of hazardous environments (see indicatively [4]-[6]). During teleoperation, special attention must be paid to the problem of having time varying communication delays (see [7]-[14] and the references therein).

The main contribution of the present work lies in the design of a linear dynamic remote controller that includes time delays in its representation and achieves accurate control for the performance variables, despite the presence of communication delays and disturbances. The mathematical model (including disturbance forces at the end effector) of a planar 3dof Cartesian robot moving on a level being perpendicular to the gravitational acceleration is derived. The robot manipulator is considered to be controlled through a wireless network using the ZigBee protocol imposing time varying communication delays between the sensors and the controller, as well as between the controller and the actuators. The transmission-reception-reconstruction protocol proposed in [15] is used. According to [15] the communication/signal reconstruction delays can become constant. The performance variables of the systems are the coordinates of the end effector of the robot. For the regulation of the performance variables, a static feedback controller with a dynamic precompensator including constant time delays is proposed. Based on the above, the following design goals are imposed a) I/O non-square decoupling, namely diagonalization of the transfer
matrix mapping the external commands to the performance outputs, b) D/O diagonalization, namely diagonalization of the transfer matrix mapping the disturbances to the performance outputs, c) attenuation of the influence of the disturbances to the performance output through inequalities of the infinity norm of the D/O transfer matrix, and d) balanced allotment of the redundant degrees of freedom of the robot through allotment of the steady state gains of the transfer matrices mapping the external inputs to the redundant joint variables. The design goals are proven to be satisfied. Analytic expressions of the controller matrices are derived for the design goals (a), (b) and (d), while for the design goal (c) a metaheuristic algorithm similar to that in [16] is proposed to compute the remaining degrees of freedom of the controller. The good performance of the proposed control scheme is demonstrated through computational experiments. In particular, two scenarios for the external commands are examined. In the first scenario the external commands are chosen such that the end effector "draws" a meander while in the second scenario the external commands are chosen such that the end effector "draws" an Archimedean Spiral.

4.2 MATHEMATICAL MODEL OF THE ROBOT

Consider the planar Cartesian robot presented in Figure 4.1. Using an Euler-Lagrange approach and considering the gravitational acceleration to be perpendicular to the $x_0 - z_0$ plane, the dynamic model of the robot can be described as follows:
\[ \dot{x}(t) = Ax(t) + Bu(t) + J\dot{\xi}(t) \] \hspace{1cm} (4.1a)

where \( A \in \mathbb{R}^{6 \times 6} \), \( B \in \mathbb{R}^{6 \times 3} \), \( J \in \mathbb{R}^{6 \times 2} \)

\[ x(t) = \begin{bmatrix} x_1(t) & x_2(t) & x_3(t) & x_4(t) & x_5(t) & x_6(t) \end{bmatrix}^T = \begin{bmatrix} q_1(t) & q_2(t) & q_3(t) & q_4(t) & q_5(t) & q_6(t) \end{bmatrix}^T \]

\[ u(t) = \begin{bmatrix} u_1(t) & u_2(t) & u_3(t) \end{bmatrix}^T = \begin{bmatrix} r_1(t) & r_2(t) & r_3(t) \end{bmatrix}^T \]

\[ \dot{\xi}(t) = \begin{bmatrix} \dot{\xi}_1(t) & \dot{\xi}_2(t) \end{bmatrix}^T = \begin{bmatrix} f_4(t) & f_5(t) \end{bmatrix}^T \]

where \( q_1, q_2 \) and \( q_3 \) are the robot joint variables, \( r_1, r_2 \) and \( r_3 \) are the respective actuator forces and \( f_x \) and \( f_z \) are unknown external disturbances, in the \( x_0 \) and \( z_0 \) direction respectively, exerted at the end effector. The nonzero elements of \( A \), \( B \) and \( J \) are computed to be

\[ a_{1,4} = a_{2,5} = a_{3,6} = 1, a_{4,4} = \frac{c_1}{m_1 + m_2}, a_{5,6} = \frac{c_3}{m_1 + m_2} \]

\[ a_{5,5} = -\frac{c_2}{m_2 + m_3}, a_{6,4} = -a_{4,4}, a_{6,6} = -\frac{c_3(m_1 + m_2 + m_3)}{(m_1 + m_2)m_3} \]

\[ b_{4,1} = \frac{1}{m_1 + m_2}, b_{4,3} = b_{6,1}, b_{4,2} = -b_{4,1}, b_{5,2} = \frac{1}{m_2 + m_3} \]

\[ b_{6,3} = \frac{m_1 + m_2 + m_3}{(m_1 + m_2)m_3}, j_{5,1} = b_{5,2}, j_{6,2} = \frac{1}{m_3} \]

where \( m_1 \), \( m_2 \) and \( m_3 \) are the first, second and third link masses respectively and \( c_1 \), \( c_2 \) and \( c_3 \) are the viscous damping coefficients for the first, second and third joint respectively. It is important to mention that the viscous forces appear either due to friction in the joints or due to the presence of local preinstalled controllers used to achieve weak stability for the system. The performance outputs of the system are the \( x_0 \) and \( z_0 \) coordinates of the end effector, i.e. it holds that

\[ y(t) = Cx(t) \] \hspace{1cm} (4.1b)

where
\[
C = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 0 \\ 1 & 0 & 1 & 0 & 0 & 0 \end{bmatrix}
\]

Only position and speed sensors are considered. The state vector is measurable while the disturbances are not considered to be measurable.

The robot manipulator is controlled through a wireless network using the ZigBee protocol due to the effectiveness of the 802.15.4 modulation type, in terms of signal to noise ratio as compared to other approaches (e.g. Wi-Fi or Bluetooth). The wireless network is used to transmit measurable variables signals from the robot sensors to the remote controller as well as from the remote controller to the robot’s actuators imposing time varying communication delays. Following the modifications of the transmission-reception protocol proposed in [15], the communication delays (including signal reconstruction), become approximately constant in both ways of transmission (see [15] and [17]). Based on the above, the mathematical model of the system takes on the form

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t - \tau_1) + J\xi(t) \\
y(t) &= Cx(t), \psi(t) = x(t - \tau_2)
\end{align*}
\]

(4.2a, 4.2b, 4.2c)

where \( \psi(t) \in \mathbb{R}^{6 \times 1} \) is the vector of the measurable outputs of the system while \( \tau_1 \) and \( \tau_2 \) are the transmission/reconstruction delays of the actutable inputs and the measurable outputs of the system respectively.

### 4.3 CONTROLLER DESIGN

The forced response of the mathematical model (4.2) is expressed in the frequency domain by the following set of equations

\[
\begin{align*}
X(s) &= z_1 (sI_6 - A)^{-1} BU(s) + (sI_6 - A)^{-1} J\Xi(s) \\
Y(s) &= CX(s), \Psi(s) = z_2 X(s)
\end{align*}
\]

(4.3a, 4.3b, 4.3c)
where $I_6$ is the $6 \times 6$ identity matrix, $z_1 = e^{-sT_1}$, $z_2 = e^{-sT_2}$, $X(s) = \mathcal{L}\{x(t)\}$, $U(s) = \mathcal{L}\{u(t)\}$, $\Xi(s) = \mathcal{L}\{\xi(t)\}$, $Y(s) = \mathcal{L}\{y(t)\}$, $\Psi(s) = \mathcal{L}\{\psi(t)\}$ and where $\mathcal{L}\{\bullet\}$ denotes the Laplace transform of the argument signal.

The controller is considered to be of the static feedback type with a dynamic precompensator including delays, i.e. to be of the form

$$U(s) = K \Psi(s) + G(s,z_1,z_2) \Omega(s) \quad (4.4)$$

where $\Omega(s) = \mathcal{L}\{\omega(t)\}$ is the Laplace transform of the $2 \times 1$ vector of external inputs, $G(s,z_1,z_2) \in \mathbb{R}^{3 \times 2} (s,z_1,z_2)$ and $K \in \mathbb{R}^{3 \times 6}$. The elements of the precompensator matrix $G(s,z_1,z_2)$ are rational functions of $s$. The respective numerator and denominator polynomial coefficients are multivariable rational function of $z_1$ and $z_2$. Substituting controller (4.4) to the open loop system (4.3), the performance outputs are related to the external inputs and the disturbances as follows

$$Y(s) = H_\Omega(s,z_1,z_2) \Omega(s) + H_\Xi(s,z_1,z_2) \Xi(s) \quad (4.5)$$

where

$$H_\Omega(s,z_1,z_2) = z_2 C (sI_6 - A - z_1 z_2 BK)^{-1} B G(s,z_1,z_2) \quad (4.6a)$$

$$H_\Xi(s,z_1,z_2) = C (sI_6 - A - z_1 z_2 BK)^{-1} J \quad (4.6b)$$

The design goals are:

1. non-square I/O decoupling
2. D/O diagonalization
3. disturbance attenuation
4. balanced allotment of the redundant degrees of freedom of the robot
The design goal of non-square I/O decoupling is translated to that of finding appropriate controller matrices such that

\[ H_\Omega(s, z_1, z_2) = \text{diag}\left\{ h_i(s, z_1, z_2) \right\}; i = 1, 2 \]  

(4.7)

where \( h_i(s, z_1, z_2) \) and \( h_2(s, z_1, z_2) \) are different than zero rational functions of \( s \) while the respective numerator and denominator polynomial coefficients are multivariable rational function of \( z_1 \) and \( z_2 \). The design goal of D/O diagonalization is translated to that of finding appropriate \( K \) such that the transfer matrix mapping the disturbances to the performance outputs is of the form

\[ H_\Xi(s, z_1, z_2) = \text{diag}\left\{ (h_\Xi)_i(s, z_1, z_2) \right\}; i = 1, 2 \]  

(4.8)

The design goal of disturbance attenuation is translated to that of finding appropriate \( K \) such that (see [16])

\[ \max \left\{ \| (h_\Xi)_1(s, z_1, z_2) \|_e, \| (h_\Xi)_2(s, z_1, z_2) \|_e \right\} < e_{\text{max}} \]  

(4.9)

where \( e_{\text{max}} \in \mathbb{R}^+ \) which is specified by the designer to meet closed loop performance specifications.

From relation (4.1b) it can readily be observed that the response of the second performance variable is the sum of the responses of \( q_1 \) and \( q_3 \). In order to keep \( q_1 \) and \( q_3 \) appropriately bounded so that the joint variables remain within appropriate limitations imposed by the robot geometry, balanced allotment of the redundant DOFs of the robot must be achieved. Let \( (h_x)_{1,2}(s, z_1, z_2) \) and \( (h_x)_{3,2}(s, z_1, z_2) \) be the transfer functions mapping the external command that regulates the \( z_0 \) coordinate of the end effector to \( q_1 \) and \( q_3 \), respectively. The balanced allotment design requirement is translated to the introduction of an appropriate algebraic constraint for the steady state gains of \( (h_x)_{1,2}(s, z_1, z_2) \) and \( (h_x)_{3,2}(s, z_1, z_2) \), i.e. to hold that

\[ (h_x)_{1,2}(0,1,1) = \mu (h_x)_{3,2}(0,1,1) \]  

(4.10)
where $\mu \in \mathbb{R}$.

4.3.1 I/O Non-Square Decoupling Controller

Using the results presented in [18], the design requirement (4.7) is satisfied by selecting

$$G(s,z_1,z_2) = \left[ I_3 - z_1 z_2 K(sI_6 - A)^{-1} B \right] \left[ \hat{H}(s,z_1,z_2) \right]^{-1} \times \left[ \text{diag}\{ h_i(s,z_1,z_2) \} \right. \left. N(s,z_1,z_2)^T \right]^T \tag{4.11}$$

where

$$\hat{H}(s,z_1,z_2) = \begin{bmatrix} z_1 C(sI_6 - A)^{-1} B \\ H_i^1(s,z_1,z_2) \end{bmatrix}$$

$$H_i^1(s,z_1,z_2) = \begin{bmatrix} H_1^i(s,z_1,z_2) \\ H_2^i(s,z_1,z_2) \\ H_3^i(s,z_1,z_2) \end{bmatrix}$$

$$N(s,z_1,z_2) = \begin{bmatrix} N_1(s,z_1,z_2) \\ N_2(s,z_1,z_2) \end{bmatrix}$$

where $H_j^i(s,z_1,z_2)$ ($j = 1,2,3$) are selected such that $\hat{H}(s,z_1,z_2)$ is invertible while $N_i(s,z_1,z_2)$ ($i = 1,2$) are arbitrary rational functions of $s$ with coefficients being rational functions of $z_1$ and $z_2$. Note that choosing $N_i(s,z_1,z_2)$ and $h_i(s,z_1,z_2)$ to be realizable enough, the realizability of the precompensator is guaranteed. The feedback matrix $K$ is arbitrary but is restricted to be realizable and to satisfy the solvability of the closed loop system, i.e. $\det [sI_6 - A - z_1 z_2 B K] \neq 0$. It is obvious that since the feedback matrix is static, this inequality is satisfied. Furthermore, in order to simplify the form of the precompensator, choose

$$N_1(s,z_1,z_2) = 0, N_2(s,z_1,z_2) = 0, H_1^i(s,z_1,z_2) = \lambda_i,$$

$$H_2^i(s,z_1,z_2) = \lambda_2, H_3^i(s,z_1,z_2) = \lambda_3$$
where $\lambda_j \in \mathbb{R}$ ($j = 1, 2, 3$). Applying elementary computations, it can be observed that

$$
|\hat{H}(s, z_1, z_2)| = \frac{\beta s + \beta_0}{s^5 + a_4 s^4 + a_3 s^3 + a_2 s^2}, \quad \text{where} \quad \alpha_4 = \frac{c_1 + c_2}{m_1 + m_2} + \frac{c_3}{m_3} + \frac{c_2}{m_2 + m_3},
$$

$$
\alpha_3 = \frac{c_2 c_3 (m_1 + m_2) + c_2 (c_1 + c_3) m_3 + c_1 c_3 (m_2 + m_3)}{(m_1 + m_2) m_3 (m_2 + m_3)}, \quad \alpha_2 = \frac{c_1 c_2 c_3}{(m_1 + m_2) m_3 (m_2 + m_3)},
$$

$$
\beta_i = \frac{z^2_1 \lambda_i}{m_3 (m_2 + m_3)}, \quad \beta_0 = \frac{z^2_1 (c_i \lambda_i - c_3 \lambda_3)}{(m_1 + m_2) m_3 (m_2 + m_3)}. \quad \text{Clearly, if } \lambda_i \neq 0 \text{ or } \lambda_3 \neq \frac{c_1}{c_3}, \text{ then } \hat{H}(s, z_1, z_2) \text{ is invertible. Let}
$$

$$
h_i(s, z_1, z_2) = \frac{z^2_1}{(T_{i,1}s + 1)(T_{i,2}s + 1)(T_{i,3}s + 1)} \quad (4.12)
$$

where $T_{i,j} \in \mathbb{R}^+$. Clearly, asymptotic command following is achieved for the performance outputs. Substituting relation (4.12) in (4.11) and using the above selections of $N_i(s, z_1, z_2)$ and $H_i^+(s, z_1, z_2)$ as well as the specification of having a static feedback matrix, the precompensator takes on the form

$$
G(s, z_1, z_2) = \begin{bmatrix}
\tilde{g}_{1,1}(s, z_1, z_2) & \tilde{g}_{1,2}(s, z_1, z_2) \\
\tilde{p}_1(s) & \tilde{p}_2(s) \\
\tilde{g}_{2,1}(s, z_1, z_2) & \tilde{g}_{2,2}(s, z_1, z_2) \\
\tilde{p}_1(s) & \tilde{p}_2(s) \\
\tilde{g}_{3,1}(s, z_1, z_2) & \tilde{g}_{3,2}(s, z_1, z_2) \\
\tilde{p}_1(s) & \tilde{p}_2(s)
\end{bmatrix}
$$

(4.13)

where

$$
\tilde{p}_i(s) = (T_{i,1}s + 1)(T_{i,2}s + 1)(T_{i,3}s + 1)s^3 + c_1 \lambda_i - c_3 \lambda_3 \\
\tilde{g}_{j,i}(s, z_1, z_2) = (\gamma_{j,i})_3 s^3 + (\gamma_{j,i})_2 s^2 + (\gamma_{j,i})_1 s + (\gamma_{j,i})_0 \\
(\gamma_{1,i})_3 = -\frac{(m_2 + m_3) \lambda_2}{\lambda_1},
$$
\[
(y_{1,1})_2 = -k_{1,5}z - \left[ \frac{c_z (m_1 + m_2) + (m_2 + m_3) (c_k - k_{1,4} z + k_{1,6} z)}{(m_1 + m_2) \lambda_{1_i}} \right] \lambda_{2_i}
\]
\[
(y_{1,1})_1 = -\left[ c_z (k_{1,5} \lambda_{1_i} z + c_z \lambda_{2_i}) + z \left[ k_{1,2} (m_1 + m_2) \lambda_{4_i} + c_z (k_{1,2} - k_{1,3}) (m_2 + m_3) \lambda_{2_i} - c_z k_{1,5} \lambda_{3_i} \right] \right] / \left( (m_1 + m_2) \lambda_{4_i} \right)
\]
\[
(y_{1,1})_0 = \frac{z \left[ c_z (k_{1,1} - k_{1,3}) \lambda_{2_i} + c_z k_{1,2} \lambda_{3_i} - c_z k_{1,5} \lambda_{4_i} \right]}{(m_1 + m_2) \lambda_{4_i}}
\]
\[
(y_{1,2})_3 = -\frac{m_3 \lambda_{5_i}}{\lambda_{4_i}}
\]
\[
(y_{1,2})_2 = -\frac{c_z m_3 \lambda_{5_i} + c_z (m_1 + m_2) \lambda_{5_i}}{(m_1 + m_2) \lambda_{4_i}} + \frac{z \left[ m_3 \left( \lambda_{4_i} + \lambda_{5_i} \right) (k_{1,3} - k_{1,6}) - (m_1 + m_2) \lambda_{4_i} k_{1,3} + c_z \lambda_{5_i} k_{1,6} \right]}{(m_1 + m_2) \lambda_{4_i}}
\]
\[
(y_{1,2})_1 = -\frac{c_z \left[ m_3 \left( \lambda_{4_i} + \lambda_{5_i} \right) (k_{1,1} - k_{1,3}) - (m_1 + m_2) \lambda_{4_i} k_{1,1} + c_z \lambda_{5_i} k_{1,1} \right]}{(m_1 + m_2) \lambda_{4_i}} + \frac{z \left[ m_3 \left( \lambda_{4_i} + \lambda_{5_i} \right) (k_{1,1} - k_{1,3}) - (m_1 + m_2) \lambda_{4_i} k_{1,1} + c_z \lambda_{5_i} k_{1,1} \right]}{(m_1 + m_2) \lambda_{4_i}}
\]
\[
(y_{1,3})_0 = \frac{z \left( c_z \lambda_{5_i} k_{1,1} - c_z \lambda_{5_i} k_{1,1} \right)}{(m_1 + m_2) \lambda_{4_i}} , (y_{2,1})_3 = m_2 + m_3
\]
\[
(y_{2,1})_2 = \left[ c_z \left( m_1 + m_2 \right) \lambda_{4_i} + c_z \left( m_2 + m_3 \right) \lambda_{4_i} - c_z m_2 \lambda_{5_i} - c_z m_3 \lambda_{5_i} + z m_3 \lambda_{5_i} k_{2,4} + z m_3 \lambda_2 k_{2,4} - z m_3 \lambda_{5_i} k_{2,5} - z m_2 \lambda_{5_i} k_{2,5} - z \left( m_2 + m_3 \right) \lambda_{5_i} k_{2,6} \right] / \left[ \left( m_1 + m_2 \right) \lambda_{4_i} \right]
\]
\[
(y_{2,2})_0 = \frac{z \left( c_z \lambda_{5_i} - c_z \lambda_{4_i} \right) k_{2,1} + c_z \lambda_{2} \left( k_{2,1} - k_{2,3} \right)}{(m_1 + m_2) \lambda_{4_i}}
\]
\[
(y_{2,2})_2 = \frac{z m_3 \left( \lambda_{4_i} + \lambda_{5_i} \right) \left( k_{2,4} - k_{2,6} \right) - z \left( m_1 + m_2 \right) \lambda_{4_i} k_{2,6}}{(m_1 + m_2) \lambda_{4_i}}
\]
\[
(y_{2,2})_1 = z \left( m_1 \left( \lambda_{4_i} + \lambda_{5_i} \right) \left( k_{2,1} - k_{2,3} \right) + c_z \lambda_{5_i} k_{2,4} - \lambda_{4_i} \left( m_1 + m_2 \right) \lambda_{4_i} k_{2,3} + c_z \lambda_{5_i} k_{2,3} \right) / \left[ \left( m_1 + m_2 \right) \lambda_{4_i} \right]
\]
\[
(y_{2,2})_0 = \frac{z \left( c_z \lambda_{5_i} k_{2,1} - c_z \lambda_{4_i} \right) k_{2,1}}{(m_1 + m_2) \lambda_{4_i}}
\]
\[
(y_{3,3})_0 = (y_{3,2})_0 = 0, (y_{3,2})_3 = m_3
\]
\[(\gamma_{3,1})_2 = \left( m_2 + m_3 \right) \lambda_2 \left[ c_1 + z(k_{3,4} - k_{3,6}) \right] - z(m_1 + m_2) \lambda_1 k_{3,6} \right] / \left( (m_1 + m_2) \lambda_1 \right) \]

\[(\gamma_{3,1})_1 = \left( z \left( -m_1 \lambda_2 k_{3,2} + m_2 \lambda_2 (k_{3,1} - k_{3,3}) \lambda_3 k_{3,2} \right) + m_2 \lambda_2 (k_{3,1} - k_{3,3}) + (c_3 \lambda_3 - c_1 \lambda_1) k_{3,5} \right) + \left( c_2 \lambda_2 \left[ c_3 + z(k_{3,4} - k_{3,6}) \right] \right) \right] / \left( (m_1 + m_2) \lambda_1 \right) \]

\[(\gamma_{3,1})_0 = \left[ \left( c_2 \lambda_2 - c_1 \lambda_1 \right) k_{3,2} + c_2 \lambda_2 (k_{3,1} - k_{3,3}) \right] \right] / \left( (m_1 + m_2) \lambda_1 \right) \]

\[(\gamma_{3,2})_2 = \left[ c_1 m_2 \lambda_4 + c_3 (m_1 + m_2 + m_3) \lambda_4 + z \left[ m_3 (\lambda_1 + \lambda_3) (k_{3,4} - k_{3,6}) - (m_1 + m_2) \lambda_4 k_{3,6} \right] \right] / \left( (m_1 + m_2) \lambda_1 \right) \]

\[(\gamma_{3,2})_1 = \left[ z \left[ m_3 (\lambda_1 + \lambda_3) (k_{3,1} - k_{3,3}) - (m_1 + m_2) \lambda_4 k_{3,3} + c_2 \lambda_4 k_{3,4} + c_3 \lambda_4 \left( c_3 - zk_{3,6} \right) \right] \right] / \left( (m_1 + m_2) \lambda_1 \right) \]

\[(\gamma_{3,2})_0 = \left[ z \left( c_2 \lambda_4 k_{3,1} - c_1 \lambda_4 k_{3,3} \right) \right] / \left( (m_1 + m_2) \lambda_1 \right) \]

where \( k_{i,j} \) is the \( \{i, j\} \) element of the feedback matrix \( K \) and \( z = z_1 z_2 \).

### 4.3.2 D/O Diagonalization

If \( k_{1,2} = k_{1,5} = k_{2,1} = k_{2,3} = k_{2,4} = k_{2,6} = k_{3,2} = k_{3,5} = 0 \), the design requirement (4.8) is satisfied.

### 4.3.3 Disturbance Attenuation

Considering the complexity of the problem of deriving analytic formulae for the selection of the remaining feedback matrix elements, a metaheuristic algorithm similar to that presented in [16] will be used in order to produce a controller parameter set that satisfies condition (4.9) while simultaneously preserves the stability of the closed loop system. The main idea is to define an initial search area for the controller parameters. After a number of sets the area gradually contracts providing at the end a suboptimal solution of the controller parameters. It is important to mention that given a set of controller parameters that produce a stable delayless closed loop system, a stability margin with respect to the delays can easily be evaluated using for example the algorithm presented in [19]. Considering that the sum of time delays imposed by the wireless network may change due to different network settings, a lower desired bound,
let \( \tau \), greater than \( \tau_1 + \tau_2 \) may be imposed during the metaheuristic algorithm in order to preserve stability for the closed loop system for different values of the delays. The metaheuristic algorithm is:

**Initial Data and Performance Criterion**

1. Center values and half widths for the initial search area of the controller parameters \( (k_{i,j})_c \) and \( (k_{i,j})_w \).

2. Performance criterion \( J(k_{i,j}) = \max \left\{ \|h_z\|_1(s, z_1, z_2), \|h_z\|_2(s, z_1, z_2) \right\} \).

3. Iteration parameters \( n_{\text{loop}}, n_{\text{rep}}, n_{\text{total}} \in \mathbb{N} \).

4. Search algorithm threshold \( \lambda_{k_{i,j}} \).

**Algorithm**

**Step 0:** Set the numbering index \( i_{\text{max}} = 0 \).

**Step 1:** Determine a search area \( \mathcal{Y} \) for the controller parameters according to the inequalities \( (k_{i,j})_c - (k_{i,j})_w \leq k_{i,j} \leq (k_{i,j})_c + (k_{i,j})_w \).

**Step 2:** Set the numbering index \( i_1 = 0 \).

**Step 3:** Set the numbering index \( i_1 = i_1 + 1 \).

**Step 4:** Set the numbering index \( i_2 = 0 \).

**Step 5:** Set the numbering index \( i_{\text{max}} = i_{\text{max}} + 1 \). If \( i_{\text{max}} > n_{\text{total}} \) go to Step 15.

**Step 6:** Set the numbering index \( i_2 = i_2 + 1 \).
Step 7: Select randomly a set of controller parameters within the search area $\mathcal{S}$, let $\left( k_{i,j} \right)_{l_2}$. Check if stability conditions are satisfied. If yes, proceed to the next step. If not repeat Step 7.

Step 8: Evaluate $J_{l_2} = J \left( \left( k_{i,j} \right)_{l_2} \right)$.

Step 9: If $J_{l_2} < e_{\max}$ go to Step 15.

Step 10: If $i_2 < n_{\text{loop}}$ go to Step 5.

Step 11: Find $\left( J_{\min} \right)_{l_2} = \min \{ J_i, i = 1, \ldots, n_{\text{loop}} \}$ as well as the corresponding controller parameters, let $\left( k_{i,j} \right)_{l_1}$

Step 12: If $i_1 \geq n_{\text{rep}}$ then find the controller parameters, $\left( k_{i,j} \right)_{\min}$ and $\left( k_{i,j} \right)_{\max}$ corresponding to $J_{\min} = \min \{ (J_{\min})_i, i = 1, \ldots, n_{\text{rep}} \}$ and $J_{\max} = \max \{ (J_{\min})_i, i = 1, \ldots, n_{\text{rep}} \}$. Else go to Step 3.

Step 13: Define $\left( k_{i,j} \right)_c = \left( \left( k_{i,j} \right)_{\min} + \left( k_{i,j} \right)_{\max} \right) / 2$ and $\left( k_{i,j} \right)_w = \left( \left( k_{i,j} \right)_{\min} - \left( k_{i,j} \right)_{\max} \right) / 2$

Step 14: If there exists at least one $\left( k_{i,j} \right)_w$ such that $\left( k_{i,j} \right)_w > \lambda_{k_{i,j}}$ go to Step 2.

Step 15: If $J_{l_2} < e_{\max}$ then set $\left( k_{i,j} \right)_{l_2} = \left( k_{i,j} \right)_{l_2}$ (determined in Step 8), else set $\left( k_{i,j} \right)_{l_2} = \left( k_{i,j} \right)_{\min}$ (determined in Step 12).
4.3.4 Balanced Allotment of the Redundant DOFs of the Robot

Applying series of computations it can be verified that the condition in (4.10) is satisfied if \( \lambda_i = \frac{c_i \lambda_i}{c_i \mu_i} \). This selection results in responses for \( q_1 \) and \( q_3 \) being independent from the values of the elements of the feedback matrix \( K \) that are specified in 4.3.3. Hence, the the ballance allotment requirement is independent from the results of the metaheuristic algorithm presented in 4.3.3. The regulation of the transient phenomenon can only be achieved by appropriate setting of \( T_{1,1} \), \( T_{2,2} \) and \( T_{2,3} \).

4.4 SIMULATION RESULTS

Let \( m_1 = 0.93 \text{[kg]} \), \( m_2 = 11.54 \text{[kg]} \), \( m_3 = 11.54 \text{[kg]} \), \( e_{\text{max}} = 0.6 \), \( c_1 = 2 \text{[Ns/m]} \), \( c_2 = 2 \text{[Ns/m]} \), \( c_3 = 2 \text{[Ns/m]} \), \( T_{1,1} = 0.5 \), \( T_{1,2} = 0.6 \), \( T_{1,3} = 0.7 \), \( T_{2,1} = 0.5 \), \( T_{2,2} = 0.6 \), \( T_{2,3} = 0.7 \), \( \lambda_1 = 1 \), \( \lambda_2 = 0.5 \), \( \lambda_3 = -1 \), \( \tau_1 = 0.12 \text{[s]} \), \( \tau_2 = 0.21 \text{[s]} \).

The metaheuristic algorithm parameters are selected to be \( (k_{1,1})_c = 0 \),

\[
\begin{align*}
(k_{1,3})_c &= 0, (k_{1,4})_c = 0, (k_{1,6})_c = 0, (k_{2,2})_c = 0, (k_{2,5})_c = 0, (k_{3,3})_c = 0, \\
(k_{3,4})_c &= 0, (k_{3,6})_c = 0, (k_{1,1})_w = 5, (k_{1,3})_w = 5, (k_{1,4})_w = 5, (k_{1,6})_w = 5, (k_{2,2})_w = 5, \\
(k_{2,5})_w &= 5, (k_{3,1})_w = 5, (k_{3,3})_w = 5, (k_{3,4})_w = 5, (k_{3,6})_w = 5, \\
\lambda_{k_{1,1}} &= 0.01, \lambda_{k_{1,3}} = 0.01, \\
\lambda_{k_{2,2}} &= 0.01, \lambda_{k_{2,5}} = 0.01, \lambda_{k_{3,1}} = 0.01, \lambda_{k_{3,3}} = 0.01, \\
\lambda_{k_{3,4}} &= 0.01, \lambda_{k_{3,6}} = 0.01, n_{\text{loop}} = 100, n_{\text{rep}} = 10, n_{\text{total}} = 10^9.
\end{align*}
\]

Implementation of the metaheuristic algorithm using the above parameters yields

\[
\begin{align*}
k_{1,1} &= -3.1501, k_{1,3} = 2.6512, k_{1,4} = 0.664, k_{1,6} = -4.4848, k_{2,2} = -5.5564, \\
k_{2,5} &= -3.4635, k_{3,1} = 2.2635, k_{3,3} = -4.2886, k_{3,4} = 7.1497, k_{3,6} = -4.8208.
\end{align*}
\]

The above set of controller parameters produces a cost criterion \( J = 0.5642 \) that obviously satisfies the condition (4.9). The simulation of the closed loop system will
be performed using Matlab/Simulink software while simulation of the wireless network will be carried out using the TrueTime 2.0 add-on (see [20]). For simulation purposes, the disturbances will be considered to be random satisfying $|\xi_1(t)| < 0.1\,[\text{N}]$ and $|\xi_2(t)| < 0.1\,[\text{N}]$ while two scenarios of external commands will be used. In the first scenario it holds that

$$\omega_1(t) = \begin{cases} 
0.2\,[\text{m}] & t \in [0,5]\,[\text{s}] \\
0.45\,[\text{m}] & t \in [5,15]\,[\text{s}] \\
0.325\,[\text{m}] & t \in [15,25]\,[\text{s}] \\
0.3875\,[\text{m}] & t \in [25,\infty]\,[\text{s}] 
\end{cases}$$

$$\omega_2(t) = \begin{cases} 
0.25\,[\text{m}] & t \in [0,10]\,[\text{s}] \\
0.125\,[\text{m}] & t \in [10,20]\,[\text{s}] \\
0.1875\,[\text{m}] & t \in [20,\infty]\,[\text{s}] 
\end{cases}$$

The above selection of the external commands is translated to a meander path following for the end effector. In the second scenario we will assume that

$$\omega_1(t) = 0.0979 + 0.005(6.5\pi - t)\sin(6.5\pi - t)(1-u_s(t-6.5\pi))$$

$$\omega_2(t) = 0.4 + 0.005(6.5\pi - t)\sin(6.5\pi - t)(1-u_s(t-6.5\pi))$$

where $u_s(t)$ is the unit step signal. The second selection of the external commands is translated to an Archimedean Spiral path following for the end effector. In both cases (see Figures 4.2 and 4.5), the end effector follows accurately the desired paths. For both scenarios, the maximum distance error between the end effector response and the model response is small and does not exceed $0.0025\,[\text{m}]$. With respect to the actuatable inputs (see Figures 4.6 and 4.7) they remain within acceptable limits being easily implementable by common robotic actuators. Finally, in both cases, the robot joint variables remain appropriately bounded (see Figures 4.4 and 4.7).
Fig. 4.2 Position of the end effector for the first scenario (continuous response, dashed model).

Fig. 4.3 Actuatable inputs for the first scenario (continuous 1st, dashed - 2nd, dotted - 3rd).
Fig. 4.4 Joint variables for the first scenario (continuous 1st, dashed - 2nd, dotted - 3rd).

Fig. 4.5 Position of the end effector for the second scenario (continuous response, dashed model).
4.5 SUMMARY

In this work the problem of remote control of a planar redundant manipulator has been studied. Using a static feedback with dynamic precompensator including time delays the following design requirements have been satisfied a) I/O non-square decoupling, b) D/O diagonalization, c) attenuation of the influence of the disturbances.
to the performance output, and d) balanced allotment of the redundant degrees of freedom of the robot. The performance of the proposed control scheme has been demonstrated through computational experiments where it has been shown that the planar trajectory of the end effector followed accurately the desired path.
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Chapter 5: Wireless Longitudinal Motion Controller Design for Quadrotors

5.1 INTRODUCTION

Multi-rotor aerial vehicles have a wide and increasing range of applications (e.g., traffic surveillance, aerial photography, package delivery). The success of their missions depends greatly upon control. Several control approaches have been proposed, ranging from PID type controllers (see [1]-[5] and the references therein) to optimal type controllers ([6]-[8]). Of particular importance appears to be the design goal of I/O decoupling since it improves the manoeuvrability of the quadrotors and provides safe and reliable trajectory following (indicatively see [9]-[13]). Towards improved manoeuvrability, the compensation of the external disturbance is of significant importance (indicatively see [14]-[21] and the references therein).

In the majority of practical cases, the quadrotors are remotely controlled through a wireless communication channel. The performance of a remote controller depends greatly upon the communication errors. The issue has been addressed in [22]-[26] where communication delays of the signals in the control loop are considered. In [23], discrete time models are used. The proposed tracking controller designed for the zero-delay case is successfully tested to the communication delay case. In [24], unknown time varying communication delays are considered together with event triggered controllers. In [25], the models include time delays together with a waiting time. Satisfactory asymptotic behaviour of the closed loop is achieved. In [26], packet delays are included in the model and a procedure for the estimation of the delays is proposed to achieve average consensus. The approaches in [23]-[26] are not oriented to I/O decoupling. Due to the presence of significant delays, existing I/O decoupling approaches for delayless systems (e.g., [27] and the references therein) cannot be used. The compensation of the influence of the communication errors is a goal of the present work in the sense that communication delays being noisy and time varying are handled via appropriate synchronization and signal reconstruction.
In this work, the problem of remotely controlling the longitudinal motion of a quadrotor in the presence of atmospheric disturbances and a remote-control loop with communication errors, is studied. Here, two design goals are aimed to be satisfied, despite the presence of communication errors: a) the independent control of the horizontal and vertical velocity of the quadrotor, and b) the attenuation of the influence of the atmospheric disturbances on the performance outputs. Towards the two goals, using the linear approximant of the nonlinear model of the longitudinal motion of the quadrotor, a realizable dynamic controller with two-time delays that provides I/O decoupling with simultaneous disturbance attenuation, is designed. The delays are constant communication delays imposed by an appropriate synchronization/signal reconstruction algorithm. The performance of the proposed control scheme is illustrated through computational experiments for the case of a climbing manoeuvre. It is important to mention that, although the controller is based upon the linear approximant around an operating point, it behaves satisfactorily when applied to the nonlinear model of the quadrotor for a wide range of external commands and a wide range of atmospheric disturbances.

A key point of the approach is the artificial increase of the communication delays in the control loop till constant values. These constant values are used by the controller that aims to satisfy I/O decoupling and disturbance attenuation. Although the increase requires significant computational resources of the earth controller, it compensates the influence of the communication errors to the performance of the closed loop system.

### 5.2 THE QUADROTOR MODEL

The longitudinal flight of a quadrotor with aerodynamic disturbances is considered. The longitudinal motion of air vehicles is of significant importance providing a wide range of useful flight envelopes (see [13] and [28] - [30]). The disturbance-free model in [13] is augmented to consider aerodynamic disturbances. After appropriate modifications, the mathematical model of the system takes the form:

\[
\dot{x}(t) = f(x,u,\xi) \tag{5.1a}
\]

\[
y(t) = Cx(t) \tag{5.1b}
\]
where

\[ x(t) = \begin{bmatrix} x_1(t) & x_2(t) & x_3(t) & x_4(t) & x_5(t) & x_6(t) \end{bmatrix}^T \]

\[ u(t) = \begin{bmatrix} u_1(t) & u_2(t) \end{bmatrix}^T = \begin{bmatrix} V_f(t) & V_r(t) \end{bmatrix}^T \]

and

\[ y(t) = \begin{bmatrix} y_1(t) & y_2(t) \end{bmatrix}^T = \begin{bmatrix} v_x(t) & v_z(t) \end{bmatrix}^T \]

where \( x, u, \xi \) and \( y \) are the state, input, disturbance and performance output vectors of the system. The variables in the above vectors are: the pitch angle of the quadrotor \( \theta \), the horizontal and vertical velocities of the quadrotor \( v_x \) and \( v_z \) respectively, the pitch rate \( q \), the front and rear motor velocities \( \omega_f \) and \( \omega_r \) respectively, the front and rear motor voltage supplies \( V_f \) and \( V_r \) (actuatable inputs) and the horizontal and vertical velocities of the ambient air \( v_{a,x} \) and \( v_{a,z} \) (nonmeasurable disturbances). The non-zero elements of \( C \) and \( f(x,u,\xi) \) are

\[
c_{1,2} = 1, c_{2,3} = 1, f_1(x,u,\xi) = x_4
\]

\[
f_2(x,u,\xi) = \left[ 2s_{x_1} K_l \left( x_5^2 + x_6^2 \right) - (x_2 - \xi_1) k_{d,x} \right] / m_q
\]

\[
f_3(x,u,\xi) = \left[ 2c_{x_1} K_l \left( x_5^2 + x_6^2 \right) - (x_3 - \xi_2) k_{d,z} - g m_q \right] / m_q
\]

\[
f_4(x,u,\xi) = \left[ \sqrt{2d} K_l \left( x_5^2 - x_3^2 \right) - x_4 k_{a,y} \right] / J_{q,y}
\]

\[
f_5(x,u,\xi) = -a_0 + b u_1 - a_1 x_5 - a_2 x_5^2
\]

\[
f_6(x,u,\xi) = -a_0 + b u_2 - a_1 x_6 - a_2 x_6^2
\]

where \( s_{x_1} = \sin(x_1), c_{x_1} = \cos(x_1), m_q \) is the mass of the quadrotor, \( k_{d,x} \) and \( k_{d,z} \) are the translation drag coefficients in the \( x \) and \( z \) directions of the earth reference frame, \( g \) is the gravitational acceleration, \( K_l \) is the lift coefficient of the propellers, \( d \) is the distance between the quadrotor center of mass and the rotation axis of the propellers, \( k_{a,y} \) is the rotational aerodynamic friction coefficient around the \( y \) axis, \( J_{q,y} \)
is the quadrotor moment of inertia and $a_0, a_1, a_2$ and $b$ are electric motor parameters. All state variables are considered to be measurable.

To complete the presentation of the model, the linear approximant of the nonlinear model (5.1) will be produced around nominal values corresponding to horizontal cruising with constant speed and zero disturbances. Let $\bar{u}_1$ and $\bar{u}_2$ be the nominal points of $u_1$ and $u_2$ respectively, $\bar{\xi}_1$ and $\bar{\xi}_2$ be the nominal points of $\xi_1$ and $\xi_2$ respectively and $\bar{x}_i$ be the nominal points of $x_i, i=(1,...,6)$. The respective vectors of the nominal values are denoted by $\bar{u}$, $\bar{\xi}$ and $\bar{x}$. Similarly to [13], the nominal points are determined to be

$$
\bar{\xi}_1 = \tan^{-1}\left(\frac{\bar{x}_2 k_{d,x}}{g^{-1} m_q^{-1}}\right), \bar{\xi}_2 = \bar{\xi}_3 = 0, \bar{x}_4 = 0,
$$

$$
\bar{\bar{\xi}}_1 = \bar{\bar{\bar{\xi}}}_1 = \left[4a_0K_1 + 2a_1\sqrt{K_1 \left(g^2 m_q^2 + \bar{x}_2^2 k_{d,x}^2\right)}\right]^{1/4} / (4bK_1),
$$

where $\bar{\bar{\xi}}_1$ is the horizontal cruising velocity of the quadrotor. The deviations around the nominal vectors of the inputs, the disturbances, the state and the performance variables are

$$
\Delta u(t) = u(t) - \bar{u}, \Delta \xi(t) = \xi(t) - \bar{\xi}, \Delta x(t) = x(t) - \bar{x} \text{ and } \Delta y(t) = y(t) - \bar{y}
$$

respectively, where $\bar{y}^T = [\bar{x}_2 \bar{x}_3]$.

The linear approximant of the model (5.1) is of the form

$$
\delta \dot{x}(t) = A \delta x(t) + B \delta u(t) + Q \delta \xi(t) \quad (5.2a)
$$

$$
\delta y(t) = C \delta x(t) \quad (5.2b)
$$

where $\delta u(t) = \Delta u(t)$ and $\delta \xi(t) = \Delta \xi(t)$. The variables $\delta x(t)$ and $\delta y(t)$ are the responses of the linear system (2). Clearly, they approximate $\Delta x(t)$ and $\Delta y(t)$. 
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respectively. The approximation is accurate around an operating point \( o(t) = \bar{o} \) where
\[ o(t) = (u(t), \xi(t), x(t), y(t)) \]
and \( \bar{o} = (\bar{u}, \bar{\xi}, \bar{x}, \bar{y}) \).

The system matrices in (2) are
\[
[A \quad B \quad Q] = \left[ \frac{\partial}{\partial x} \quad \frac{\partial}{\partial u} \quad \frac{\partial}{\partial \xi} \right] f(x, u, \xi) \bigg|_{o(\tau)}
\] (5.3)

The nonzero elements of \( A, B \) and \( Q \) are
\[
\begin{align*}
    a_{1,4} &= 1, \\
    a_{2,1} &= g, \\
    a_{2,2} &= -k_{dr,x}m_q^{-1}, \\
    a_{2,5} &= a_{2,6} = 4\bar{x}_0\bar{s}_xK_fm_q^{-1}, \\
    a_{3,3} &= -k_{dr,y}m_q^{-1}, \\
    a_{3,5} &= a_{5,3} = a_{5,6} = 4\bar{x}_y\bar{s}_yK_fm_q^{-1}, \\
    a_{4,4} &= -k_{a,i}J^{-1}_{g,y}, \\
    a_{4,5} &= a_{4,6} = a_{5,5} = a_{5,6} = -a_1 - 2\bar{x}_a a_2, \\
    b_{5,1} &= b_{6,2} = b_{5,2} = k_{dr,x}m_q^{-1}, \\
    b_{5,2} &= k_{dt,z}m_q^{-1}.
\end{align*}
\]

5.3 WIRELESS CONTROL DESIGN

In the present section, a remote dynamic controller is designed in order to achieve the desired flight performance. The quadrotor is controlled through a wireless network. The ZigBee protocol is used due to its effectiveness in terms of signal-to-noise ratio, range, power consumption and implementation cost (see [31]). The wireless network is used to transmit signals from the quadrotor sensors to the remote controller as well as from the remote controller to the quadrotor’s motors thus imposing time varying communication delays. Following the modifications of the transmission/reception protocol proposed in [31], the communication delays become constant in both ways of transmission. This approach is based on the repetitive transmission of sampled data and reconstruction of the continuous time signals through appropriate interpolation based on passed values of the data. The approach increases the communication time delay till a constant value and the reconstructed signals are smooth facilitating the use of controllers including derivative terms. Note that following the approach presented in [31], the communication delays become constant independently of the selected wireless transmission protocol. Using the above wireless
scheme, the linear approximant of the nonlinear model is in the following time delay
dynamic system form

\[
\dot{\delta x}(t) = A\delta x(t) + B\delta u(t - \tau_1) + Q\delta \xi(t) \quad (5.4a)
\]

\[
\delta y(t) = C\delta x(t) \quad (5.4b)
\]

where \( \tau_1 \) is the transmission / reconstruction delay of the control commands at
the actutable inputs. The forced response of the linear system (5.4) is expressed in the
frequency domain as follows

\[
\delta X(s) = z_1 (sI_6 - A)^{-1} B\delta U(s) + (sI_6 - A)^{-1} Q\delta \Omega(s) \quad (5.5a)
\]

\[
\delta Y(s) = C\delta X(s) \quad (5.5b)
\]

where \( I_6 \) is the 6\( \times \)6 identity matrix, \( z_1 = e^{-\tau_1} \), \( \delta X(s) = \mathcal{L}\{\delta x(t)\} \),
\( \delta U(s) = \mathcal{L}\{\delta u(t)\} \), \( \delta \Omega(s) = \mathcal{L}\{\delta \xi(t)\} \), \( \delta Y(s) = \mathcal{L}\{\delta y(t)\} \) and where \( \mathcal{L}\{\cdot\} \)
denotes the Laplace transform of the argument signal. The controller is of the
proportional delayed feedback type with dynamic precompensator including delays,
i.e.

\[
\delta U(s) = z_2 K\delta X(s) + G(s, z_1, z_2) \delta \Omega(s) \quad (5.6)
\]

where \( z_2 = e^{-\tau_2} \), \( \tau_2 \) is the transmission / reconstruction delay of the measurable
state variables at the controller and \( \delta \Omega(s) = \mathcal{L}\{\delta \omega(t)\} \) is the Laplace transform of the
2\( \times \)1 vector of external inputs, \( G(s, z_1, z_2) \in \mathbb{R}(s, z_1, z_2)^{2\times 2} \) and \( K \in \mathbb{R}^{2 \times 6} \). The elements
of the precompensator matrix \( G(s, z_1, z_2) \) are rational functions of \( s \) where
the numerator and denominator polynomial coefficients are multivariable rational
function of \( z_1 \) and \( z_2 \). Following the procedure in [30], the delays \( \tau_1 \) and \( \tau_2 \) upper
bounds of the respective communication delays plus the required processing time.

Substitution of the controller in (6) to the open loop system (5.5) yields
$$\delta Y(s) = H_\Omega(s,z_1,z_2) \delta \Omega(s) + H_\Xi(s,z_1,z_2) \delta \Xi(s)$$  \hspace{1cm} (5.7a)$$

Where

$$H_\Omega(s,z_1,z_2) = z_1C(sI_6 - A - z_1z_2BK)^{-1} BG(s,z_1,z_2)$$  \hspace{1cm} (5.7b)$$

$$H_\Xi(s,z_1,z_2) = C(sI_6 - A - z_1z_2BK)^{-1} Q$$  \hspace{1cm} (5.7c)$$

The design goals are: a) I/O decoupling and b) attenuation of the influence of the disturbances to the performance outputs. I/O decoupling, being one of the most attractive design requirements in flight control, is formulated as

$$H_\Omega(s,z_1,z_2) = \text{diag} \{ h_i(s,z_1,z_2) \}$$  \hspace{1cm} (5.8)$$

Where $h_1(s,z_1,z_2)$ and $h_2(s,z_1,z_2)$ are nonzero rational functions of $s$ with the numerator and denominator polynomial coefficients being multivariable rational function of $z_1$ and $z_2$. The design goal of attenuation of the influence of the atmospheric disturbances to the outputs is translated to the following cost criterion

$$J(K) = \max_{i,j \in \{1,2\}} \left\{ \left\| (h_{\Xi})_{i,j} (s,z_1,z_2) \right\|_\infty \right\} \leq e_{\text{max}}$$  \hspace{1cm} (5.9)$$

Where $e_{\text{max}} \in \mathbb{R}^+$ is set by the designer to be enough small.

It is mentioned that the controller is designed using the linear approximant of the quadrotor model and so it is efficient around the operating point. To achieve manoeuvres extending far from the operating point the safe switching approach in [32] and [33] can be used.

5.3.1 I/O Decoupling

Using the approach in [34] it can be observed that the solvability conditions for I/O decoupling are satisfied. The equality (8) is satisfied by

$$G(s,z_1,z_2) = \tilde{G}(s,z_1,z_2) \text{diag} \{ h_i(s,z_1,z_2) \}$$  \hspace{1cm} (5.10)$$
where \( \tilde{G}(s,z_1,z_2) = \left[ I_2 - z_1 z_2 K (s I_6 - A)^{-1} B \right] \left[ H(s,z_1,z_2) \right]^{-1} \) and \( H(s,z_1,z_2) = z_1 C (s I_6 - A)^{-1} B \). Note that by choosing \( h_j(s,z_1,z_2), \ (j = 1, 2) \) to be realizable enough, the realizability of the precompensator matrix is guaranteed. For now, we assume that the feedback matrix \( K \) is not specified. The matrix \( \tilde{G}(s,z_1,z_2) \) is of the form

\[
\tilde{G}(s,z_1,z_2) = \left[ \tilde{g}_{1,1}(s,z_1,z_2) \quad \tilde{g}_{1,2}(s,z_1,z_2) \\ \tilde{g}_{2,1}(s,z_1,z_2) \quad \tilde{g}_{2,2}(s,z_1,z_2) \right]
\]

(5.11)

Its elements are derived to be in a 4-th order polynomial form with respect to \( s \) with homogeneous polynomial coefficients of 1\(^{st}\) order with respect to \( z_1^{-1} \) and \( z_2^{-1} \) i.e.

\[
\tilde{g}_{i,j}(s,z_1,z_2) = \left( 32 b d K_i^2 \bar{x}_0^2 \right)^{-1} z_1^{-1} \times \sum_{k=0}^{4} \left[ \left( \hat{g}_{i,j} \right)_k + z_1 z_2 \left( \hat{\tilde{g}}_{i,j} \right)_k \right] s^k, (i, j = 1, 2)
\]

and where

\[
\left( \hat{g}_{1,1} \right)_0 = 4 d K_i s_1^2 \bar{x}_0^2 \left( a_1 + 2 a_2 \bar{x}_0 \right) k_{d_t, x}
\]

\[
\left( \hat{g}_{1,1} \right)_1 = -\sqrt{2} c_{\pi} \left( a_1 + 2 a_2 \bar{x}_0 \right) k_{d_t, x} + 4 d K_i s_1^2 \bar{x}_0^2 \left[ m_q (a_1 + 2 a_2 \bar{x}_0) + k_{d_t, x} \right]
\]

\[
\left( \hat{g}_{1,1} \right)_2 = 4 d K_i m_q s_1^2 \bar{x}_0^2 - \sqrt{2} c_{\pi} \left[ a m k_{a,x} + a J_{q,y} k_{d_t, x} + k_{a,x} k_{d_t, x} + 2 a_2 \bar{x}_0 \left( m_k k_{a,x} + J_{q,y} k_{d_t, x} \right) \right]
\]

\[
\left( \hat{g}_{1,1} \right)_3 = -\sqrt{2} s_{\pi} \left[ m_q k_{a,x} + J_{q,y} \left[ m_q (a_1 + 2 a_2 \bar{x}_0) + k_{d_t, x} \right] \right]
\]

\[
\left( \hat{g}_{1,1} \right)_4 = -\sqrt{2} s_{\pi} m_q J_{q,y}
\]

\[
\left( \hat{g}_{1,2} \right)_0 = 4 d c_{\pi} K_i \bar{x}_0^2 \left( a_1 + 2 a_2 \bar{x}_0 \right) k_{d_t, z}
\]

\[
\left( \hat{g}_{1,2} \right)_1 = \sqrt{2} s_{\pi} \left( a_1 + 2 a_2 \bar{x}_0 \right) k_{a,y} k_{d_t, z} + 4 d K_i c_{\pi} \bar{x}_0^2 \left[ m_q (a_1 + 2 a_2 \bar{x}_0) + k_{d_t, z} \right]
\]

\[
\left( \hat{g}_{1,2} \right)_2 = 4 d K_i m_q c_{\pi} \bar{x}_0^2 + \sqrt{2} s_{\pi} \left[ a m k_{a,y} + a J_{q,x} k_{d_t, z} + k_{a,y} k_{d_t, z} + 2 a_2 \bar{x}_0 \left( m_k k_{a,y} + J_{q,x} k_{d_t, z} \right) \right]
\]

\[
\left( \hat{g}_{1,2} \right)_3 = \sqrt{2} s_{\pi} m_k k_{a,y} \left[ m_k (a_1 + 2 a_2 \bar{x}_0) + k_{d_t, z} \right]
\]

\[
\left( \hat{g}_{1,2} \right)_4 = 4 d s_{\pi} K_i \bar{x}_0^2 \left( a_1 + 2 a_2 \bar{x}_0 \right) k_{d_t, x}
\]

\[
\left( \hat{g}_{2,1} \right)_1 = \sqrt{2} s_{\pi} \left( a_1 + 2 a_2 \bar{x}_0 \right) k_{a,y} k_{d_t, x} + 4 d K_i s_{\pi} \bar{x}_0^2 \left[ m_q (a_1 + 2 a_2 \bar{x}_0) + k_{d_t, x} \right]
\]

\[
\left( \hat{g}_{2,1} \right)_2 = 4 d K_i m_q s_{\pi} \bar{x}_0^2 + \sqrt{2} s_{\pi} \left[ a m k_{a,y} + a J_{q,x} k_{d_t, x} + k_{a,y} k_{d_t, x} + 2 a_2 \bar{x}_0 \left( m_k k_{a,y} + J_{q,x} k_{d_t, x} \right) \right]
\]

\[
\left( \hat{g}_{2,2} \right)_0 = 4 d c_{\pi} K_i \bar{x}_0^2 \left( a_1 + 2 a_2 \bar{x}_0 \right) k_{d_t, z}
\]

\[
\left( \hat{g}_{2,2} \right)_1 = \sqrt{2} s_{\pi} \left( a_1 + 2 a_2 \bar{x}_0 \right) k_{a,y} k_{d_t, z} + 4 d K_i s_{\pi} \bar{x}_0^2 \left[ m_q (a_1 + 2 a_2 \bar{x}_0) + k_{d_t, z} \right]
\]

\[
\left( \hat{g}_{2,2} \right)_2 = 4 d K_i m_q s_{\pi} \bar{x}_0^2 + \sqrt{2} s_{\pi} \left[ a m k_{a,y} + a J_{q,x} k_{d_t, z} + k_{a,y} k_{d_t, z} + 2 a_2 \bar{x}_0 \left( m_k k_{a,y} + J_{q,x} k_{d_t, z} \right) \right]
\]
\[
\begin{align*}
(\ddot{\theta}_{\text{2,1}})_3 &= \sqrt{2}c_{\pi} \left\{ m_y k_{a,v} + J_{q,v} \left[ m_y (a_1 + 2a_2 \bar{x}_6) + k_{d,z} \right] \right. \\
(\ddot{\theta}_{\text{2,1}})_4 &= \sqrt{2}m_y c_{\pi} J_{q,v} \left( \ddot{\theta}_{\text{2,2,0}} \right) = 4dc_{\pi} K_i \bar{x}_6 \left( a_1 + 2a_2 \bar{x}_6 \right) k_{d,z} \\
(\ddot{\theta}_{\text{2,2,0}}) &= -\sqrt{2}s_{\pi} \left( a_1 + 2a_2 \bar{x}_6 \right) k_{a,v} k_{d,z} + 4dK_i c_{\pi} \bar{x}_6 \left[ m_y (a_1 + 2a_2 \bar{x}_6) + k_{d,z} \right] \\
(\ddot{\theta}_{\text{2,2,1}}) &= 4dK_i m_y c_{\pi} \bar{x}_6^2 \\
&- \sqrt{2}s_{\pi} \left[ a_m k_{a,v} + a_1 J_{q,v} k_{d,z} \right. + k_{a,v} k_{d,z} + 2a_2 \bar{x}_6 \left( m_y k_{a,v} + J_{q,v} k_{d,z} \right) \\
(\ddot{\theta}_{\text{2,2,2}})_3 &= \sqrt{2}s_{\pi} \left\{ m_y k_{a,v} + J_{q,v} \left[ m_y (a_1 + 2a_2 \bar{x}_6) + k_{d,z} \right] \right. \\
(\ddot{\theta}_{\text{2,2,2}})_4 &= -\sqrt{2}m_y s_{\pi} J_{q,v} \\
(\ddot{\theta}_{\text{2,1,0}}) &= -4bdK_i \bar{x}_6 \left\{ 2c_{\pi} k_{1,1} k_{d,z} + \bar{x}_6 \left[ 8K_i \bar{x}_6 k_{1,2} + s_{\pi} (k_{1,5} + k_{1,6}) k_{d,z} \right] \right. \\
(\ddot{\theta}_{\text{2,1,1}}) &= b \left\{ -4dK_i m_y s_{\pi} \bar{x}_6 \left( k_{1,5} + k_{1,6} \right) + c_{\pi} \left[ \sqrt{2}k_{1,5} k_{a,v}, k_{d,z} - \sqrt{2}k_{1,6} k_{d,z} \right. \right. \\
&- 8dK_i \bar{x}_6 \left( m_y k_{1,5} + k_{1,6} k_{d,z} \right) \right. \\
(\ddot{\theta}_{\text{2,2,0}})_2 &= -8dK_i m_y \bar{x}_6 k_{1,4} + \sqrt{2}m_y \left( k_{1,5} - k_{1,6} \right) k_{a,v} + \sqrt{2}J_{q,v} \left( k_{1,5} - k_{1,6} \right) k_{d,z} \\
(\ddot{\theta}_{\text{2,2,1}})_3 &= \sqrt{2}bm \bar{x}_6 J_{q,v} \left( k_{1,6} - k_{1,5} \right) \\
(\ddot{\theta}_{\text{2,2,2}})_4 &= 0 \\
(\ddot{\theta}_{\text{2,1,0}})_0 &= -4bdK_i \bar{x}_6 \left\{ 2c_{\pi} k_{1,1} k_{d,z} + \bar{x}_6 \left[ 8K_i \bar{x}_6 k_{2,2} + s_{\pi} \left( k_{2,5} + k_{2,6} \right) k_{d,z} \right] \right. \\
(\ddot{\theta}_{\text{2,1,1}})_1 &= b \left\{ -4dK_i m_y s_{\pi} \bar{x}_6 \left( k_{2,5} + k_{2,6} \right) + c_{\pi} \left[ \sqrt{2}k_{2,5} k_{a,v}, k_{d,z} - \sqrt{2}k_{2,6} k_{d,z} \right. \right. \\
&- 8dK_i \bar{x}_6 \left( m_y k_{2,5} + k_{2,6} k_{d,z} \right) \right. \\
(\ddot{\theta}_{\text{2,2,0}})_2 &= -8dK_i m_y \bar{x}_6 k_{2,4} + \sqrt{2}m_y \left( k_{2,5} - k_{2,6} \right) k_{a,v} + \sqrt{2}J_{q,v} \left( k_{2,5} - k_{2,6} \right) k_{d,z} \\
(\ddot{\theta}_{\text{2,2,1}})_3 &= \sqrt{2}bm \bar{x}_6 J_{q,v} \left( k_{2,6} - k_{2,5} \right) \\
(\ddot{\theta}_{\text{2,2,2}})_4 &= 0 \\
(\ddot{\theta}_{\text{2,2,0}})_0 &= -4bdK_i \bar{x}_6 \left\{ 8K_i \bar{x}_6 k_{2,3} - 2s_{\pi} k_{2,5}, k_{d,z} + c_{\pi} \bar{x}_6 \left( k_{2,5} + k_{2,6} \right) k_{d,z} \right. \\
(\ddot{\theta}_{\text{2,2,1}})_1 &= b \left\{ -4dK_i m_y s_{\pi} \bar{x}_6 \left( k_{2,5} + k_{2,6} \right) + \sqrt{2}m_y \left( k_{2,5} - k_{2,6} \right) k_{a,v} + \sqrt{2}J_{q,v} \left( k_{2,5} - k_{2,6} \right) k_{d,z} \right. \\
(\ddot{\theta}_{\text{2,2,2}})_2 &= -8dK_i m_y \bar{x}_6 k_{2,4} + \sqrt{2}m_y \left( k_{2,5} - k_{2,6} \right) k_{a,v} + \sqrt{2}J_{q,v} \left( k_{2,5} - k_{2,6} \right) k_{d,z} \\
(\ddot{\theta}_{\text{2,2,3}})_3 &= \sqrt{2}bm \bar{x}_6 J_{q,v} \left( k_{2,6} - k_{2,5} \right)
\end{align*}
\]
\[(\dot{y}_{2,2})_i = 0\]

Where \( k_{i,j} \) is the \( \{i,j\} \)-element of the feedback matrix \( K \). The symbols
\( s_{\pi} = \sin(\pi_i) \) and \( c_{\pi} = \cos(\pi_i) \) have been used. In order to have a realizable
precompensator and a strictly proper and stable closed loop transfer matrix with steady
state gain the \( 2 \times 2 \) matrix identity matrix, the diagonal elements of the closed loop
transfer matrix are chosen to be \( h_i(s, z_1, z_2) = z_i / \prod_{j=1}^{2} (T_{i,j}s + 1) \), \( (i = 1, 2) \), where \( T_{i,j} \)
are positive real numbers. This implies asymptotic command following. The elements
of the feedback matrix \( K \) are chosen to satisfy closed loop stability and disturbance
attenuation.

### 5.3.2 Disturbance Attenuation

In order to accomplish disturbance attenuation, the feedback matrix elements are
selected so that a) The closed loop system is stable for \( 0 \leq \tau_1 + \tau_2 < \tau_{\text{max}} \) and b) The
condition in (5.9) is satisfied. To this end, a mixed analytic - heuristic approach is
proposed. In the analytic part of the approach, the elements \( k_{i,j} \) \( (j = 1, \ldots, 6) \) are
chosen in terms of \( k_{2,j} \) such that when \( \tau_1 + \tau_2 = 0 \), the delayless closed loop
characteristic polynomial is of the form
\[ p_\epsilon(s) = \prod_{j=0}^{2} (s + \rho + j\delta\rho) \]

where \( \rho \) and \( \delta\rho \) are positive real numbers. The above selection guarantees
stability for the closed delayless case with system poles being equally distanced. In
order to determine the values of \( k_{2,j} \) \( (i = 1, \ldots, 6) \) as well as \( \rho \) and \( (\delta\rho) \) achieving
disturbance attenuation, a metaheuristic algorithm similar to that presented in [35] and
[36] is proposed. The key point of the algorithm is to define an initial search area for
the controller parameters and after several loops to contract to a suboptimal solution
for the controller parameters that satisfy the stability and the disturbance attenuation
conditions, for the nonzero delay case. The metaheuristic algorithm is:
Initial Data and Performance Criterion

1) Center values and half widths for the initial search area \((k_{2,j})_c\), \((\rho)_c\), \((\delta \rho)_c\), \((k_{2,j})_w\), \((\rho)_w\) and \((\delta \rho)_w\).

2) Performance criterion \(J(k_{2,j}, \rho, \delta \rho)\).

3) Iteration parameters \(n_{\text{loop}}\), \(n_{\text{rep}}\), \(n_{\text{total}} \in \mathbb{N}\).

4) Search algorithm threshold \(\lambda\).

Algorithm

**Step 0:** Set the numbering index \(i_{\text{max}} = 0\).

**Step 1:** Determine a search area \(\mathcal{S}\) for the controller parameters according to the inequalities

\[
(k_{2,j})_c - (k_{2,j})_w \leq k_{2,j} \leq (k_{2,j})_c + (k_{2,j})_w
\]

\[
(\rho)_c - (\rho)_w \leq \rho \leq (\rho)_c + (\rho)_w
\]

\[
(\delta \rho)_c - (\delta \rho)_w \leq \delta \rho \leq (\delta \rho)_c + (\delta \rho)_w
\]

**Step 2:** Set the numbering index \(i_1 = 0\).

**Step 3:** Set the numbering index \(i_1 = i_1 + 1\).

**Step 4:** Set the numbering index \(i_2 = 0\).

**Step 5:** Set the numbering index \(i_{\text{max}} = i_{\text{max}} + 1\). If \(i_{\text{max}} > n_{\text{total}}\) go to **Step 15**.

**Step 6:** Set the numbering index \(i_2 = i_2 + 1\).
**Step 7:** Select randomly a set of controller parameters within the search area $\mathcal{S}$, let $(k_{z,i})_2$, $(\rho)_2$ and $(\delta\rho)_2$ and evaluate the respective controller parameters $(k_{z,i})_2$. Check if stability conditions for the nonzero delay case are satisfied. If yes, proceed to the next step. If not, repeat Step 7.

**Step 8:** Evaluate $J_2 = J\left((k_{z,i})_2, (\rho)_2, (\delta\rho)_2\right)$

**Step 9:** If $J_2 < e_{\text{max}}$ go to **Step 15**.

**Step 10:** If $i_2 < n_{\text{loop}}$ go to **Step 5**.

**Step 11:** Find $(J_{\text{min}})_2 = \min\{J_i, i = 1, \ldots, n_{\text{loop}}\}$ and the respective controller parameters $(k_{z,i})_2$, $(\rho)_2$ and $(\delta\rho)_2$.

**Step 12:** If $i_i \geq n_{\text{rep}}$ then find the controller parameters, $(k_{z,i})_{\text{min}}$, $(\rho)_{\text{min}}$, $(\delta\rho)_{\text{min}}$ and $(k_{z,i})_{\text{max}}$, $(\rho)_{\text{max}}$, $(\delta\rho)_{\text{max}}$ corresponding to $J_{\text{min}} = \min\{(J_{\text{min}})_i, i = 1, \ldots, n_{\text{rep}}\}$ and $J_{\text{max}} = \max\{(J_{\text{min}})_i, i = 1, \ldots, n_{\text{rep}}\}$. Else go to **Step 3**.

**Step 13:** Define

$$
(k_{z,i})_c = \left((k_{z,i})_{\text{min}} + (k_{z,i})_{\text{max}}\right) / 2
$$

$$
(\rho)_c = \left((\rho)_{\text{min}} + (\rho)_{\text{max}}\right) / 2
$$

$$
(\delta\rho)_c = \left((\delta\rho)_{\text{min}} + (\delta\rho)_{\text{max}}\right) / 2
$$

$$
(k_{z,i})_w = \left|(k_{z,i})_{\text{min}} - (k_{z,i})_{\text{max}}\right| / 2
$$
\[ (\rho)_w = \frac{|(\rho)_{\text{min}} - (\rho)_{\text{max}}|}{2} \]

\[ (\delta \rho)_w = \frac{|(\delta \rho)_{\text{min}} - (\delta \rho)_{\text{max}}|}{2} \]

**Step 14:** If \( (k_{2,j})_w > \lambda \) or \( (\rho)_w > \lambda \) or \( (\delta \rho)_w > \lambda \), go to **Step 2**.

**Step 15:** If \( J_{2,i} < e_{\text{max}} \) then set \( k_{2,j} = (k_{2,j})_i \), \( \rho = (\rho)_i \) and \( \delta \rho = (\delta \rho)_i \) (determined in Step 7), else set \( k_{2,j} = (k_{2,j})_{\text{min}} \), \( \rho = (\rho)_{\text{min}} \) and \( \delta \rho = (\delta \rho)_{\text{min}} \) (determined in **Step 12**).

### 5.4 SIMULATION RESULTS

To demonstrate the performance of the above proposed control scheme for a climbing manoeuvre, the linear controller (5.6) is used in the form \( \Delta U(s) = z_2K\Delta X(s) + G(s,z_1,z_2)\Delta \Omega(s) \) where \( \Delta X(s) = \mathcal{L}\{\Delta x(t)\} \). Upon adding the nominal values of the inputs to the variations of the inputs, the result is applied to the nonlinear system (1).

Consider the parameters of the quadrotor model in [13] and [37]:

\[ m_q = 0.4[\text{kg}], J_{q,y} = 3.8278 \times 10^{-3} \text{[Nm/rad/s]}^2 \]
\[ g = 9.81[\text{m/s}^2], d = 0.205[\text{m}], k_{dt,x} = 0.032[\text{N/m/s}] \]
\[ k_{dt,z} = 0.048[\text{N/m/s}], k_{d,y} = 5.567 \times 10^{-4} [\text{N/m/s}] \]
\[ K_i = 2.9842 \times 10^{-5} [\text{N/rad/s}], \alpha_0 = 189.63, \alpha_1 = 6.0612 \]
\[ \alpha_2 = 0.0122, \beta = 280.19, \bar{z}_2 = 1[\text{m/s}] \]

Furthermore, let

\[ e_{\text{max}} = 0.2, (k_{2,i})_e = 0, (k_{2,j})_e = 0, (k_{2,n})_e = 0 \]
\[ (k_{2,i})_e = 0, (k_{2,j})_e = 0, (k_{2,n})_e = 0, (\rho)_e = 0.5 \]
\[ (\delta \rho)_e = 0.5, (k_{2,i})_w = 1, (k_{2,j})_w = 1, (k_{2,n})_w = 1 \]
\[
\begin{align*}
(k_{2,4})_w &= 1, (k_{2,5})_w = 1, (k_{2,6})_w = 1, (\rho) = 0.5 \\
(\delta \rho)_w &= 0.5, \lambda = 0.01, n_{\text{loop}} = 10, n_{\text{rep}} = 30 \\
n_{\text{total}} &= 3 \cdot 10^4, \tau_{1,4} = 0.1, \tau_{1,2} = 0.2, \tau_{1,3} = 0.3 \\
T_{1,4} &= 0.4, T_{1,5} = 0.5, T_{2,4} = 0.2, T_{2,3} = 0.3 \\
T_{2,4} &= 0.4, T_{2,5} = 0.5, \tau_1 = 0.21[s], \tau_2 = 0.09[s] \\
\tau_{\text{max}} &= 0.3[s]
\end{align*}
\]

Using the above parameters, execution of the metaheuristic algorithm yields

\[
\begin{align*}
\rho &= 0.8615, \delta \rho = 0.7612, k_{1,1} = -2.1102, \\
k_{2,2} &= -0.3553, k_{2,3} = -0.4750, k_{2,4} = -0.8488, \\
k_{2,5} &= -0.2222, k_{2,6} = 0.2370
\end{align*}
\]

resulting in

\[
\begin{align*}
k_{1,1} &= -1.9777, k_{1,2} = -0.3511, k_{1,3} = -0.4755 \\
k_{1,4} &= -0.7356, k_{1,5} = -0.2202, k_{1,6} = 0.2351
\end{align*}
\]

Using the the above set of values, the cost criterion is computed to be \( J = 0.1959 \). Thus the condition (5.9) is satisfied.

Simulation of the closed loop system is accomplished using Matlab/Simulink software while simulation of the wireless network is carried out using the TrueTime 2.0 add-on (see [38]). Let

\[
\beta_1 = \sup_{t \in \mathbb{R}^+} |\xi_1(t)|, \beta_2 = \sup_{t \in \mathbb{R}^+} |\xi_2(t)|
\]

For simulation purposes, the disturbances will be considered to be random with \( \beta_1 = \beta_2 = 0.1[\text{m/s}] \). The implementation of the disturbance signals is carried out through random discrete time signal generators, satisfying the above inequalities, with a sampling period of 0.1[s]. The signal is fed through a zero-order-hold and the 3rd order filter

\[
H_f(s) = \frac{1}{(0.002s + 1)(0.003s + 1)(0.004s + 1)}
\]
The external commands are

\[ \begin{align*}
\delta \omega_1(t) &= \alpha_1 \left( 1 - 2e^{-5t} + 9e^{-10t/3} - 8e^{-5t/2} \right) \\
\delta \omega_2(t) &= \alpha_2 \left( 1 - 2e^{-5t} + 9e^{-10t/3} - 8e^{-5t/2} \right)
\end{align*} \]

where \( \alpha_1 = \alpha_2 = 0.5 \text{[m/s]} \). Using the above presented data and the controller given in 5.3, the closed loop response of the nonlinear model of the quadrotor is presented in Figures 5.1 to 5.8. In particular, the actuatble inputs are presented in Figures 5.1 and 5.2 while the state variable responses are presented in Figures 5.3 to 5.8. From Figures 5.1 and 5.2 it can be observed that the actuatble inputs remain appropriately bounded, thus being easily implementable. With respect to the performance variables (see Figures 5.4 and 5.5), it can be observed that the nonlinear responses follow accurately the reference model presenting small deviations due to the presence of disturbances, the application of the linear controller to the nonlinear model and the presence of the wireless network. As for the remaining state variables (see Figures 5.3, and 5.6 to 5.8), it is observed that they are sufficiently bounded thus providing satisfactory flight conditions.

In order to further demonstrate the good performance of the proposed control scheme, the responses of the performance variables \( x_2(t) \) and \( x_3(t) \) of the nonlinear closed loop system, using the wireless network controller proposed in 5.3, will be examined for various values of \( \alpha_1, \alpha_2, \beta_1 \) and \( \beta_2 \) inside a time frame \( t \leq T_{\text{max}} \). These responses will be compared to the respective responses \( \delta x_2(t) + x_2 \) and \( \delta x_3(t) + x_3 \) of the linear closed system (4) and (6) for the same set of \( \alpha_1, \alpha_2, \beta_1 \) and \( \beta_2 \). Similarly to [39], in order to execute this comparison define the percentile errors

\[ \begin{align*}
\varepsilon_1 &= \frac{\| x_2(t) - \delta x_2(t) - x_2 \|_2}{\| \delta x_2(t) \|_2} \times 100\% \\
\varepsilon_2 &= \frac{\| x_3(t) - \delta x_3(t) - x_3 \|_2}{\| \delta x_3(t) \|_2} \times 100\%
\end{align*} \]
where $\|x_i(t)\| = \int_0^{T_{\text{max}}} x_i^2(t) dt$. After performing series of computational experiments, it is verified that the design goal of I/O decoupling with simultaneous disturbance attenuation is satisfied for a wide range of $\alpha_1$, $\alpha_2$, $\beta_1$ and $\beta_2$. The design goal is satisfied despite the presence of the wireless network and the nonlinearities of the model of the quadrotor. Indicatively, in Figures 5.9 and 5.10, contour plots of the above percentile errors are presented for $\alpha_1 = 0.5 \text{[m/s]}, \alpha_2 = 0.5 \text{[m/s]}, 0 \text{[m/s]} \leq \beta_1 \leq 1 \text{[m/s]}, 0 \text{[m/s]} \leq \beta_2 \leq 1 \text{[m/s]}$ and $T_{\text{max}} = 7 \text{[s]}$. In Figures 5.11 and 5.12 contour plots of the above percentile errors are presented for $-2 \text{[m/s]} \leq \alpha_1 \leq 2 \text{[m/s]}, -2 \text{[m/s]} \leq \alpha_2 \leq 2 \text{[m/s]}, \beta_1 = 0 \text{[m/s]}, \beta_2 = 0 \text{[m/s]}$ and again $T_{\text{max}} = 7 \text{[s]}$.

![Fig. 5.1 Voltage supplies to the front motors.](image-url)
Fig. 5.2 Voltage supplies to the rear motors.

Fig. 5.3 Pitch angle of the quadrotor.
Fig. 5.4 Horizontal velocity of the quadrotor vs model response.

Fig. 5.5 Vertical velocity of the quadrotor vs model response.
Fig. 5.6 Pitch rate.

Fig. 5.7 Angular velocity of the front motors.
Fig. 5.8 Angular velocity of the rear motors.

Fig. 5.9 Percentile error contour plot for the horizontal velocity.
Fig. 5.10 Percentile error contour plot for the vertical velocity.

Fig. 5.11 Percentile error contour plot for the horizontal velocity.
5.5 SUMMARY

In this work, the problem of I/O decoupling with simultaneous disturbance attenuation via a wireless remote controller has been studied for a quadrotor in longitudinal motion under the influence of atmospheric disturbances. Based on the linear approximant of the quadrotor model, an appropriate realizable dynamic controller depending upon constant communication delays and providing I/O decoupling with simultaneous disturbance attenuation and has been designed. Constant communication delays have been achieved using an appropriate synchronization/signal reconstruction algorithm. Using a metaheuristic algorithm, the stability of the closed loop system has been satisfying. The results have been tested to the case of a climbing manoeuvre where it has been observed that the performance of the closed loop system is satisfactory. The closed loop performance remains satisfactory even for a wide range of external commands and a wide range of disturbance amplitudes. The proposed controller provides tolerance to communication noise and package receipt delays.
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Chapter 6: Switching Wireless Control for Longitudinal Quadrotor Manoeuvres

6.1 INTRODUCTION

Multi-rotor aerial vehicles (MRAVs) have a wide set of emerging applications including aerial video capture, traffic surveillance, mapping, package delivery and supportive tasks in agriculture and manufacturing. The complexity of these applications requires high maneuverability that can be accomplished through advanced control schemes. Towards this aim, PID controllers (see [1]-[5] and the references therein), optimal controllers ([6]-[8]), I/O decoupling controllers (indicatively see [9]-[13]) and disturbance attenuation controllers (see [14]-[21] and the references therein), have been proposed. From our point of view, the latter two control schemes appear to be of distinct importance.

Unmanned aerial vehicles can be remotely guided, semi-autonomous or fully autonomous (see [22]). In many applications, mainly industrial ones, the quadrotors are remotely guided. In these cases, the efficiency of the control scheme is translated to significant computer power requirements. So, the scales are tipped in favor of remote control through a wireless communication channel. The performance of such controllers depends upon communication errors, see [23]-[27] where communication delays of the signals in the control loop are considered. The communication delays are usually time varying and perturbed. Thus, I/O decoupling for delayless systems (see [28] and the references therein) is not applicable. The first effort toward the application of I/O decoupling requirement to remotely controlled quadrotors is made in [29] where the problem of controlling the longitudinal motion of a quadrotor around straight horizontal flight has been studied using the linear approximant of the nonlinear model of the quadrotor. Also, in [29] an atmospheric disturbance attenuation metaheuristic algorithm has been provided. The limits of the controller with respect to the range of the maneuver commands, the range of the atmospheric disturbances and the
performance of the nonlinear closed loop model have been investigated through simulations.

In the present work, in order to alter the aforementioned limits of external commands, a stepwise safe switching wireless control design procedure is introduced. The method of stepwise safe switching was developed mainly for industrial applications (see [30] and [31] for SISO and MIMO delayless plants, respectively). To accomplish the good performance of the wireless controlled quadrotor, the method in [31] is appropriately extended and modified to cover time delay nonlinear systems.

In particular, the novelty of the present work is based on the following intermediate and terminal results:

a) The linear approximant of the longitudinal motion of the quadrotor is determined for any vertical and horizontal nominal velocity, any nominal pitch angle and of course for zero nominal disturbances. Based on this approximant, being more general than the respective in [29], the linear approximant of the model, including communication delays, is derived. Furthermore, in the present work, the controller design is based on this model. The delays of the model are derived using the synchronization/signal reconstruction algorithm in [32], imposing for the delays of the remote controller to be constant and equal to an upper bound of the time varying communication delays. This is accomplished by artificially increasing the delays in the controller platform.

b) Based on the aforementioned linear approximant with time delays, being more general than the one in [29] in the sense that it covers the case of non-zero vertical nominal velocity, a dynamic time delay controller achieving I/O decoupling, i.e., independent control of the horizontal and vertical velocity of the quadrotor is designed, together with stability and attenuation of the influence of atmospheric disturbances on the performance outputs. The latter two requirements are satisfied following the metaheuristic algorithm in [29].

c) The tolerance of the controller presented in (b) is investigated for various external commands by introducing a composite criterion that includes the infinity and $H_2$ norms with appropriate weighting factors, as well as hard constraints for the steady
state performance and the overshoot of the variations between the closed loop system of the time delay linear approximant and the closed loop system of the time delay nonlinear model. This criterion is advantageous as compared to that in [29], including only the $H_\infty$ of the variations, in the sense that is more representative of the desired maneuver performance.

d) The target operating areas, being the modules of the stepwise safe switching approach, are defined in terms of the operating points of the nonlinear model of the system and are determined using the composite criterion presented in (c), having a composite circular/rectangular shape. These characteristics are novelties compared to the target areas introduced in [30] and [31]. Another novelty is that there is no need for the determination of tolerance areas in the sense that the usefulness of the tolerance operating areas is covered here by the term of the composite criterion attenuating the variations around the steady state and the term attenuating the infinity norm of the variations between the nonlinear and the linear closed loop system. A third novelty, being the most important, is the definition of the target operating areas in the space of the external commands. Finally, a fourth novelty is the determination of the target areas with respect to the differences between the performance of the nonlinear closed loop time delay system and the performance of the respective linear closed loop time delay system.

e) An extended version of the MIMO stepwise safe switching algorithm is proposed with respect to the linear and nonlinear time delay closed loop systems, where the intermediate stationary points are required to belong to the intersection of two adjacent target operating areas.

f) The performance of all above results is illustrated through simulations for the case of a climbing maneuver, out of the range of the linear approximant and in the presence of atmospheric disturbances.

The material of the present work is organized as follows: In 6.2, the nonlinear model of the longitudinal motion of the quadrotor and the respective operating points are presented and the linear approximant of the general longitudinal motion with time delays is derived. In 6.3, the wireless controller for I/O decoupling, stability and disturbance attenuation, is derived. Furthermore, the performance of the nonlinear time
delay closed loop system is illustrated using extensive simulations, introducing appropriate cost criteria. In 6.4, a new version of the stepwise safe switching algorithm based on the approximate minimization of a composite criterion for the closed loop performance, is proposed and simulation results, for a maneuver passing through different target areas, are presented.

6.2 THE NONLINEAR AND THE LINEAR MODEL OF THE QUADROTOR

In the longitudinal motion of air vehicles, a large number of flight envelopes is provided (indicatively see [13], [29] and [33]-[35]). Here, the mathematical model of the longitudinal motion of the quadrotor including atmospheric disturbances is of the following form (indicatively see [29]):

\[ \dot{x}(t) = f(x, u, \xi), y(t) = Cx(t) \]  

(6.1a,b)

where

\[
\begin{align*}
x(t) &= \begin{bmatrix} x_1(t) & x_2(t) & x_3(t) & x_4(t) & x_5(t) & x_6(t) \end{bmatrix}^T \\
u(t) &= \begin{bmatrix} \theta(t) & v_x(t) & v_z(t) & q(t) & \omega_f(t) & \omega_r(t) \end{bmatrix}^T \\
\xi(t) &= \begin{bmatrix} \xi_1(t) & \xi_2(t) \end{bmatrix}^T = \begin{bmatrix} v_{a,x}(t) & v_{a,z}(t) \end{bmatrix}^T \\
y(t) &= \begin{bmatrix} y_1(t) & y_2(t) \end{bmatrix}^T = \begin{bmatrix} v_x(t) & v_z(t) \end{bmatrix}^T
\end{align*}
\]

where \( x, u, \xi \) and \( y \) are the state, input, disturbance and performance output vectors of the system. The state variables are the pitch angle of the quadrotor \( \theta \), the horizontal and vertical velocities of the quadrotor \( v_x \) and \( v_z \) respectively, the pitch rate \( q \) and the front and rear motor velocities \( \omega_f \) and \( \omega_r \) respectively. The input variables are the front and rear motor voltage supplies \( V_f \) and \( V_r \) (actuatable inputs). The disturbances are the horizontal and vertical velocities of the ambient air denoted by \( v_{a,x} \) and \( v_{a,z} \) (non-measurable disturbances). The non-zero elements of the performance output matrix \( C \) and the nonlinear vector function \( f(x, u, \xi) \) are
where

\[ s_{i_1} = \sin(x_1), \quad c_{i_1} = \cos(x_1), \quad m_q \text{ is the mass of the quadrotor}, \quad k_{dr,x} \text{ and } k_{dr,z} \text{ are the translation drag coefficients in the x and z directions of the earth reference frame, } g \text{ is the gravitational acceleration, } K_i \text{ is the lift coefficient of the propellers, } d \text{ is the distance between the quadrotor center of mass and the rotation axis of the propellers, } k_{a,y} \text{ is the rotational aerodynamic friction coefficient around the y axis, } J_{q,y} \text{ is the quadrotor moment of inertia and } a_0, a_1, a_2 \text{ and } b \text{ are electric motor parameters. Note that all state variables are considered to be measurable.}

For the controller design that will be presented in the next section, the linear approximant of the model (6.1) will be derived. The linear approximant of the nonlinear model (6.1) will be produced around nominal values corresponding to the typical climbing/descending maneuver at constant speed and zero disturbances. Let \( \bar{u}_1 \) and \( \bar{u}_2 \) be the nominal points of \( u_1 \) and \( u_2 \) respectively, \( \bar{\xi}_1 \) and \( \bar{\xi}_2 \) be the nominal points of \( \xi_1 \) and \( \xi_2 \) respectively and \( \bar{x}_i \) be the nominal points of \( x_i \) (\( i = 1, \ldots, 6 \)). The respective vectors including the nominal values are denoted by \( \bar{u}, \bar{\xi} \) and \( \bar{x} \). Similarly to [29], the nominal points are analytically determined in terms of the nominal points of the performance variables by the following formulas

\[
\bar{\xi}_1 = 0, \quad \bar{\xi}_2 = 0, \quad \bar{x}_1 = \tan^{-1}(\bar{u}), \quad \bar{x}_2 = \bar{x}_2^*, \quad \bar{x}_3 = \bar{x}_3^*, \quad \bar{x}_4 = 0, \\
\bar{x}_5 = \bar{x}_6 = 0.5(\bar{a}^2 + 1)^{1/4} \left[ (\bar{x}_5^* k_{dr,z} + g m_q) / K_i \right]^{1/2}, \\
\bar{u}_i = \bar{u}_2 = 2a_1(\bar{a}^2 + 1)^{1/4} \left[ K_i (\bar{x}_5^* k_{dr,z} + g m_q) \right]^{1/2} + \\
+ a_2 (\bar{a}^2 + 1)^{1/2} (\bar{x}_5^* k_{dr,z} + g m_q) + 4a_1 K_i (4b K_i)^{-1}
\]
where \( \overline{a} = \overline{x}_2 k_{d,x} / (\overline{x}_3 k_{d,z} + gm) \) while \( \overline{x}_2 \) and \( \overline{x}_3 \) are the horizontal and vertical nominal velocities of the quadrotor respectively. It is important to mention that in the special case where \( \overline{x}_3 \) is chosen to be equal to zero, the above nominal points and the linear approximant that follows reduces to the respective quantities derived in [29].

The deviations around the nominal vectors of the inputs, the disturbances, the states and the performance variables are
\[
\Delta u(t) = u(t) - \overline{u}, \quad \Delta \xi(t) = \xi(t) - \overline{\xi}, \\
\Delta x(t) = x(t) - \overline{x} \quad \text{and} \quad \Delta y(t) = y(t) - \overline{y}, \quad \text{respectively, where} \quad \overline{y}^T = [\overline{y}_1 \  \overline{y}_2]^T = [\overline{x}_2 \ \overline{x}_3].
\]

The linear approximant of the model (6.1) is of the form
\[
\delta x(t) = A\delta x(t) + B\delta u(t) + Q\delta \xi(t), \quad \delta y(t) = C\delta x(t) \quad (6.2a,b)
\]

where \( \delta u(t) = \Delta u(t) \) and \( \delta \xi(t) = \Delta \xi(t) \). The variables \( \delta x(t) \) and \( \delta y(t) \) are the responses of the linear system (6.2). Clearly, they approximate \( \Delta x(t) \) and \( \Delta y(t) \), respectively. The approximation is accurate around an operating point vector, denoted by \( \overline{o}(t) = \overline{o} \) where \( \overline{o}(t) = (u(t), \xi(t), x(t), y(t)) \) and \( \overline{o} = (\overline{u}, \overline{\xi}, \overline{x}, \overline{y}) \). The system matrices in (2) are derived by the following relation
\[
[A \ B \ Q] = \left[ \frac{\partial}{\partial x} \frac{\partial}{\partial u} \frac{\partial}{\partial \xi} \right] f(x,u,\xi) \bigg|_{\overline{o}=0} \quad (6.3)
\]

The nonzero elements of \( A, B \) and \( Q \) are determined by the following analytic formulas in terms of the operating points and the physical parameters of the nonlinear model (6.1):

\[
\begin{align*}
a_{1,4} &= 1, a_{2,1} = 4\overline{x}_2^2 K_c x_{\eta} / m_q , a_{2,2} = -k_{d,x} / m_q , a_{2,5} = a_{2,6} = 4\overline{x}_5 K_c s_{\eta} / m_q  \\
a_{3,1} &= -4\overline{x}_2^2 K_c s_{\eta} / m_q , a_{3,2} = -k_{d,z} / m_q , a_{3,5} = a_{3,6} = 4\overline{x}_5 K_c c_{\eta} / m_q  \\
a_{4,5} &= -a_{4,6} = -2\sqrt{2}\overline{x}_5 K_c / J_{q,y} , a_{5,5} = a_{6,5} = -2\overline{x}_5 - a_1 , a_{4,4} = -k_{d,y} / J_{q,y}  \\
b_{2,1} = b_{6,2} = b , d_{2,1} = k_{d,x} / m_q , d_{3,2} = k_{d,z} / m_q 
\end{align*}
\]
6.3 THE WIRELESS LINEAR DYNAMIC CONTROLLER

The quadrotor controller is connected to the quadrotor through a wireless network. The ZigBee protocol is used due to its effectiveness in terms of signal-to-noise ratio, range, power consumption and implementation cost. The wireless network is used to transmit signals from the quadrotor sensors to the remote controller as well as from the remote controller to the quadrotor’s motors. Thus, time varying communication delays are introduced to the quadrotor and the controller description. Following the modifications of the transmission-reception protocol proposed in [32], the communication delays become constant in both ways of transmission. This approach is based on the repetitive transmission of sampled data and reconstruction of the continuous time signals through appropriate interpolation, based on passed values of the data. The approach increases the communication time delays till constant values and the reconstructed signals are continuous signals thus contributing to the precision of the controller. It is important to mention that this property can be fulfilled for all wireless transmission protocol. Using the above synchronization/signal reconstruction algorithm, the linear approximant of the nonlinear model is in the following time delay dynamic system form

\[
\delta\dot{x}(t) = A\delta x(t) + B\delta u(t-\tau) + Q\delta \xi(t), \quad \delta y(t) = C\delta x(t) \tag{6.4a,b}
\]

where \(\tau > 0\) is the transmission/reconstruction delay of the control commands at the actuatble inputs. The forced response of the linear system (6.4) is expressed in the frequency domain as follows

\[
\delta X(s) = z_i(sI_6 - A)^{-1}B\delta U(s) + (sI_6 - A)^{-1}Q\delta \xi(s) \quad \delta Y(s) = C\delta X(s) \tag{6.5a,b}
\]

where \(I_6\) is the \(6\times6\) identity matrix, \(z_i = e^{-\tau z_i}\), \(\delta X(s) = \mathcal{L}\{\delta x(t)\}\), \(\delta U(s) = \mathcal{L}\{\delta u(t)\}\), \(\delta \xi(s) = \mathcal{L}\{\delta \xi(t)\}\), \(\delta Y(s) = \mathcal{L}\{\delta y(t)\}\) and where \(\mathcal{L}\{\cdot\}\) denotes the Laplace transform of the argument signal.

The controller, outlined in Figure 6.1, is of the proportional delayed feedback type with dynamic precompensator including delays, i.e., in the form...
\[ \delta U(s) = z_2 K \delta X(s) + G(s, z_1, z_2) \delta \Omega(s) \]  \hspace{1cm} (6.6)

where \( z_2 = e^{-\tau_2} \), \( \tau_2 > 0 \) is the transmission / reconstruction delay of the measurable state variables at the controller and \( \delta \Omega(s) = \mathcal{L}\{\delta \omega(t)\} \) is the Laplace transform of the 2\times1 vector of external inputs, \( G(s, z_1, z_2) \in \mathbb{R}(s, z_1, z_2)^{2 \times 2} \) and \( K \in \mathbb{R}^{2 \times 6} \). The elements of the precompensator matrix \( G(s, z_1, z_2) \) are rational functions of \( s \) where the numerator and denominator polynomial coefficients are rational function of \( z_1 \) and \( z_2 \). Following the procedure in [32], the delays \( \tau_1 \) and \( \tau_2 \) are upper bounds of the respective communication delays plus the required processing time.

Substitution of controller in (6.6) to the open loop system (6.5), yields

\[ \delta Y(s) = H_{\Omega}(s, z_1, z_2) \delta \Omega(s) + H_{\Xi}(s, z_1, z_2) \delta \Xi(s) \]  \hspace{1cm} (6.7a)

where

\[ H_{\Omega}(s, z_1, z_2) = z_1 C \left( sI_6 - A - z_1 z_2 BK \right)^{-1} BG(s, z_1, z_2) \]  \hspace{1cm} (6.7b)
\[ H_z(s, z_1, z_2) = C(sI_6 - A - z_1 z_2 B)^{-1} Q \]  

(6.7c)

The design goals are: a) I/O decoupling, b) stability and c) attenuation of the influence of the disturbances to the performance outputs.

I/O decoupling, being one of the most attractive design requirements in flight control, is formulated as

\[ H_\Omega(s, z_1, z_2) = diag \{ h_i(s, z_1, z_2) \}_{i=1,2} \]  

(6.8)

where \( h_i(s, z_1, z_2) \) and \( h_2(s, z_1, z_2) \) are nonzero rational functions of \( s \) with the numerator and denominator polynomial coefficients being in general rational functions of \( z_1 \) and \( z_2 \).

The design goal of attenuating the influence of the atmospheric disturbances to the outputs is translated to the preservation of small enough infinity norm of the transfer matrix mapping the disturbances to the performance outputs, i.e., satisfaction of the following inequality

\[ J_d(K) = \max_{i,j=1,2} \left\{ \left\| (h_{\xi})_{i,j}(s, z_1, z_2) \right\|_\infty \right\} < e_{d,\text{max}} \]  

(6.9)

where \( (h_{\xi})_{i,j}(s, z_1, z_2) \) \( (i, j = 1, 2) \) is the \( \{i, j\} \) element of the transfer matrix \( H_{\xi}(s, z_1, z_2) \) mapping the disturbances to the performance outputs, defined in (6.7c), \( \| \|_\infty \) denotes the infinity norm of the argument complex function of \( s, z_1 \) and \( z_2 \). The threshold \( e_{d,\text{max}} \in R^+ \) is set by the designer.

6.3.1 I/O Decoupling

Similarly to [29] and using the approach in [36], it can be observed that the solvability conditions for I/O decoupling are satisfied. The equality (6.8) is satisfied by the following choice of the precompensator matrix
\[ G(s,z_1,z_2) = \tilde{G}(s,z_1,z_2) \text{diag} \{ h_i(s,z_1,z_2) \} \]  \hspace{1cm} (6.10)

where

\[ \tilde{G}(s,z_1,z_2) = [I_2 - z_1z_2KL_B(s)][z_1CL_B(s)]^{-1} \]  \hspace{1cm} (6.11)

where \( L_B(s) = [(l_B)_{i,j}(s)] = (sI_6 - A)^{-1}B \) \((i = 1, 6; \ j = 1, 2)\). Applying series of computations it can be observed that the non-zero elements of \( L_B(s) \) are of the form

\[
(l_B)_{1,1}(s) = -(l_B)_{1,2}(s) = \frac{a_{4,5}b_{5,i}}{s(s-a_{4,4})(s-a_{5,5})} \\
(l_B)_{2,1}(s) = \frac{b_{5,i}[a_{2,5}s(s-a_{4,4})+a_{4,5}a_{4,5}]}{s(s-a_{2,2})(s-a_{4,4})(s-a_{5,5})} \\
(l_B)_{2,2}(s) = \frac{b_{5,i}[a_{2,5}s(s-a_{4,4})+a_{4,5}a_{4,5}]}{s(s-a_{2,2})(s-a_{4,4})(s-a_{5,5})} \\
(l_B)_{3,1}(s) = \frac{b_{5,i}[a_{3,5}s(s-a_{4,4})+a_{4,5}a_{4,5}]}{s(s-a_{3,3})(s-a_{4,4})(s-a_{5,5})} \\
(l_B)_{3,2}(s) = \frac{b_{5,i}[a_{3,5}s(s-a_{4,4})+a_{4,5}a_{4,5}]}{s(s-a_{3,3})(s-a_{4,4})(s-a_{5,5})} \\
(l_B)_{4,1}(s) = -(l_B)_{4,2}(s) = \frac{a_{4,5}b_{5,i}}{s(s-a_{4,4})(s-a_{5,5})} \\
(l_B)_{5,1}(s) = (l_B)_{6,2}(s) = b_{5,i} \\
\]

Clearly, choosing \( h_i(s,z_1,z_2) \) \((j = 1, 2)\) to be realizable enough, the realizability of the precompensator matrix is guaranteed. For now, we assume that the feedback matrix \( K \) is not specified.

According to [29], in order to have a realizable and strictly proper precompensator and a strictly proper and stable closed loop transfer matrix with steady state gain matrix the \( 2 \times 2 \) identity matrix, the diagonal elements of the closed loop transfer matrix are specified to be...
where $T_{i,j}$ are positive real parameters. The selection in (6.13) implies asymptotic command following. In the next subsection, the elements of the feedback matrix $K$ are determined to satisfy closed loop stability and disturbance attenuation.

### 6.3.2 Closed Loop Stability and Disturbance Attenuation

Similarly to [29], in order to accomplish closed loop stability and disturbance attenuation, the feedback matrix elements are selected so that a) the closed loop system is stable for $0 \leq \tau_1 + \tau_2 \leq \tau_{\text{max}}$ and b) the inequality in (6.9) is satisfied. To this end, a mixed analytic - heuristic approach is proposed. In the analytic part of the approach, the elements of the 1st row of the matrix $K$, denoted by $k_1 = \begin{bmatrix} k_{1,1} & k_{1,2} & k_{1,3} & k_{1,4} & k_{1,5} & k_{1,6} \end{bmatrix}$, are expressed in terms of the elements of the 2nd row of the matrix $K$, denoted by $k_2 = \begin{bmatrix} k_{2,1} & k_{2,2} & k_{2,3} & k_{2,4} & k_{2,5} & k_{2,6} \end{bmatrix}$, and two positive real parameters, denoted by $\rho$ and $\delta \rho$. In the case where $\tau_1 + \tau_2 \to 0$, the first parameter is the amplitude of the larger pole and the second is the distance between two neighboring poles of the closed loop characteristic polynomial, i.e.,

$$p_c(s) = \prod_{j=0}^{5} (s + \rho + j\delta \rho) \quad (6.13)$$

The above relation guarantees the stability of the closed loop system for the delayless case with equally distanced system poles. Applying series of computations it is proven here that the analytic solution for the first row of the feedback matrix is of the form

$$k_1 = \left[ \begin{array}{c} \sim^{-1} A \left( \tilde{B} + a_d \right) \end{array} \right]^T \quad (6.14)$$

where $\tilde{A} = [a_{i,j}] \in \mathbb{R}^{6 \times 6}$, $\tilde{B} = [\tilde{b}_i] \in \mathbb{R}^{6 \times 1}$ and $a_d = [a_{d,j}] \in \mathbb{R}^{6 \times 1}$. The nonzero elements of $\tilde{A}$ and $\tilde{B}$ are expressed in terms of the physical parameters of the model, the operating points of the model and the parameters of the second row of the feedback matrix.
matrix. The analytic expressions of the nonzero elements of \( \hat{A} \) and \( \hat{B} \) are given in the Appendix A. The parameters \( \alpha_{d,i} \) \((i = 1,\ldots,6)\) are the coefficients of the sixth order polynomial in (6.13). They are determined here to be expressed in terms of the positive real parameters \( \rho \) and \( \delta \rho \) as follows: 0.5

\[
\begin{align*}
\alpha_{d,1} &= 120 \rho \delta \rho^5 + 274 \rho^2 \delta \rho^4 + 225 \rho^3 \delta \rho^3 + 85 \rho^4 \delta \rho^2 + 15 \rho^5 \delta \rho + \rho^6 \\
\alpha_{d,2} &= 120 \delta \rho^5 + 548 \rho \delta \rho^4 + 675 \rho^2 \delta \rho^3 + 340 \rho^3 \delta \rho^2 + 75 \rho^4 \delta \rho + 6 \rho^5 \\
\alpha_{d,3} &= 274 \delta \rho^4 + 675 \rho \delta \rho^3 + 510 \rho^2 \delta \rho^2 + 150 \rho^3 \delta \rho + 15 \rho^4 \\
\alpha_{d,4} &= 225 \delta \rho^3 + 340 \rho \delta \rho^2 + 150 \rho^2 \delta \rho + 20 \rho^3 \\
\alpha_{d,5} &= 85 \delta \rho^2 + 75 \rho \delta \rho + 15 \rho^2 \\
\alpha_{d,6} &= 15 \delta \rho + 6 \rho
\end{align*}
\]

Using relations (6.13) and (6.14), the disturbance attenuation cost function \( J_d \) defined in (6.9), depends entirely upon \( k_2 \), \( \rho \) and \( \delta \rho \). Thus it can be expressed in the following function form

\[
J_d(K) = J_d(k_2, \rho, \delta \rho)
\] (6.15)

In order to determine the values of \( k_2 \), \( \rho \) and \( \delta \rho \) achieving closed loop stability and disturbance attenuation, the metaheuristic algorithm in [29], being an extension of that in [37] and [38], will be presented. The key point of the algorithm is to define an initial search area for the controller parameters, defined by the center values, let \( \left( k_{2,j} \right)_c \) \(( j = 1,\ldots,6)\), \( \left( \rho \right)_c \) and \( \left( \delta \rho \right)_c \), and the respective half widths, let \( \left( k_{2,j} \right)_w \) \(( j = 1,\ldots,6)\), \( \left( \rho \right)_w \) and \( \left( \delta \rho \right)_w \). Following the steps of the algorithm, this search area will be iteratively adapted and series of updated sets of controller parameters will be derived. After several iterations with appropriate loops, a suboptimal solution for the controller parameters that satisfy stability and disturbance attenuation is attempted to be derived for the nonzero delay case.

In order to produce an updated set of controller parameters, the search pattern is divided into appropriate iterations. Each iterations is divided into loops. At each loop a set of controller parameters is generated. After producing a total number of \( n_{\text{loop}} \) sets of parameters, the one corresponding to the smallest cost is selected as the temporary
suboptimal solution. This procedure is repeated for a total number of \( n_{\text{rep}} \) times. The suboptimal controller parameters derived in each iteration are used to produce an updated search area and a new set of controller parameters, center values and half widths. The procedure is repeated up till the controller parameters have converged, the maximum allowable number of controller sets of parameters, denoted by \( n_{\text{total}} \), has been reached or an appropriate set of controller parameters, such that the performance criterion is smaller than \( e_{d,\text{max}} \), has been found. The convergence of the controller parameters is checked using a convergence threshold denoted by \( \lambda \).

The metaheuristic algorithm is:

**Initial Data and Performance Criterion**

1) The center values and half widths for the initial search area \( (k_{2,j})_c \) 
   \( (j=1,\ldots,6) \), \( (\rho)_c \), \( (\delta\rho)_c \), \( (k_{2,j})_w \) \((j=1,\ldots,6)\), \( (\rho)_w \) and \( (\delta\rho)_w \).

2) The performance criterion \( J_d(k_2,\rho,\delta\rho) \) and the threshold \( e_{d,\text{max}} \).

3) The iteration parameters \( n_{\text{loop}}, n_{\text{rep}}, n_{\text{total}} \).

4) The search algorithm threshold \( \lambda \).

**Algorithm**

**Step 0:** Set the numbering index \( i_{\text{max}} = 0 \).

**Step 1:** Determine a search area \( \mathcal{X} \) for the controller parameters according to the inequalities

\[
(k_{2,j})_c - (k_{2,j})_w \leq k_{2,j} \leq (k_{2,j})_c + (k_{2,j})_w \quad (j=1,\ldots,6),
\]

\[
(\rho)_c - (\rho)_w \leq \rho \leq (\rho)_c + (\rho)_w
\]

\[
(\delta\rho)_c - (\delta\rho)_w \leq \delta\rho \leq (\delta\rho)_c + (\delta\rho)_w
\]

**Step 2:** Set the numbering index \( i_1 = 0 \).
Step 3: Set the numbering index \( i_1 = i_1 + 1 \).

Step 4: Set the numbering index \( i_2 = 0 \).

Step 5: Set the numbering index \( i_{\text{max}} = i_{\text{max}} + 1 \). If \( i_{\text{max}} > n_{\text{total}} \) go to Step 15.

Step 6: Set the numbering index \( i_2 = i_2 + 1 \).

Step 7: Select randomly a set of controller parameters within the search area \( \mathcal{S} \), let \( \left( k_{2,j} \right)_{i_2} \) \( (j = 1, \ldots, 6) \), \( \left( \rho \right)_{i_2} \) and \( \left( \delta \rho \right)_{i_2} \) and evaluate the respective controller parameters \( \left( k_{1,j} \right)_{i_2} \) \( (j = 1, \ldots, 6) \). Check if the closed loop system is stable for \( 0 \leq \tau_1 + \tau_2 \leq \tau_{\text{max}} \). If yes, proceed to the next step. If no, repeat Step 7.

Step 8: Evaluate \( J_{d,i_2} = J_d \left( \left( k_{2,j} \right)_{i_2}, \left( \rho \right)_{i_2}, \left( \delta \rho \right)_{i_2} \right) \)

Step 9: If \( J_{d,i_2} < \varepsilon_{d,\text{max}} \) go to Step 15.

Step 10: If \( i_2 < n_{\text{loop}} \) go to Step 5.

Step 11: Find \( \left( J_{d,\text{min}} \right)_{i_2} = \min \left\{ J_{d,i}, i = 1, \ldots, n_{\text{loop}} \right\} \) and the respective controller parameters \( \left( k_{2,j} \right)_{i_1}, \left( \rho \right)_{i_1} \) and \( \left( \delta \rho \right)_{i_1} \).

Step 12: If \( i_1 \geq n_{\text{rep}} \) then find the controller parameters, \( \left( k_{2,j} \right)_{\text{min}} \) \( (j = 1, \ldots, 6) \), \( \left( \rho \right)_{\text{min}} \), \( \left( \delta \rho \right)_{\text{min}} \) and \( \left( k_{2,j} \right)_{\text{max}} \) \( (j = 1, \ldots, 6) \), \( \left( \rho \right)_{\text{max}} \), \( \left( \delta \rho \right)_{\text{max}} \) corresponding to

\[
J_{d,\text{min}} = \min \left\{ \left( J_{d,\text{min}} \right), i = 1, \ldots, n_{\text{rep}} \right\}
\]

\[
J_{d,\text{max}} = \max \left\{ \left( J_{d,\text{min}} \right), i = 1, \ldots, n_{\text{rep}} \right\}
\]

Else go to Step 3.
Step 13: Define

\[
(k_{2,j})_c = \left( (k_{2,j})_{\min} + (k_{2,j})_{\max} \right) / 2 \quad (j = 1, \ldots, 6), \quad (\rho)_{\min c} = \left( (\rho)_{\min} + (\rho)_{\max} \right) / 2
\]

\[
(\delta \rho)_{\min c} = \left( (\delta \rho)_{\min} + (\delta \rho)_{\max} \right) / 2, \quad (k_{2,j})_w = \left[ (k_{2,j})_{\min} - (k_{2,j})_{\max} \right] \quad (j = 1, \ldots, 6)
\]

\[
(\rho)_{w} = \left| (\rho)_{\min} - (\rho)_{\max} \right|, \quad (\delta \rho)_{w} = \left| (\delta \rho)_{\min} - (\delta \rho)_{\max} \right|
\]

Step 14: If \((k_{2,j})_w / (k_{2,j})_c > \lambda \) \( (j = 1, \ldots, 6) \) or \((\rho)_{w} / (\rho)_{\min c} > \lambda \) or

\[
(\delta \rho)_{w} / (\delta \rho)_{\min c} > \lambda , \text{ go to Step 2.}
\]

Step 15: If \( J_{z_{1,2}} \leq e_{d,max} \) then set \( k_{2,j} = (k_{2,j})_c \) \( (j = 1, \ldots, 6) \), \( \rho = (\rho)_{\min c} \) and

\[
\delta \rho = (\delta \rho)_{\min c} \quad (\text{determined in Step 7}), \text{ else set } \quad k_{2,j} = (k_{2,j})_{\min}
\]

\[
(j = 1, \ldots, 6), \quad \rho = (\rho)_{\min} \text{ and } \delta \rho = (\delta \rho)_{\min} \quad (\text{determined in Step 12}).
\]

6.4 ON THE PERFORMANCE OF THE CONTROLLER FOR THE NONLINEAR MODEL AND ARROUND A NOMINAL OPERATING POINT

6.4.1 Performance Metrics

An important issue is the performance of the controller derived in 6.3 when applied to the nonlinear constant time delay model of the quadrotor. The issue is investigated here by introducing appropriate performance criteria and executing extensive simulation tests for transitions of the closed loop system from the nominal operating point to other operating points around the nominal operating point. The variations of the inputs \( \Delta u(t) \) of the nonlinear system are determined by the relation

\[
\Delta U(s) = z_2 K \Delta X(s) + G(s, z_1, z_2) \Delta \Omega(s)
\]  \quad (6.16)
where $\Delta U(s)$ and $\Delta X(s)$ are the Laplace transforms of $\Delta u(t)$ and $\Delta x(t)$. The matrices $K$ and $G(s,z_1,z_2)$ are those determined in Subsections 6.3.1 and 6.3.2 for the linear approximant case, using the controller in (6.6). Using the synchronization/signal reconstruction algorithm in [32], the closed loop system behaves as a nonlinear dynamic system with constant time delays.

Consider the nominal operating point $\overline{\chi} = \begin{bmatrix} \overline{u}^T & \overline{y}^T \end{bmatrix}^T$. As already mentioned in 6.2, the nominal values of $\overline{\chi}$ are uniquely determined by $\overline{y}$. Also, $\overline{u}$ is uniquely determined by $\overline{y}$ and the nominal value of the disturbance vector is equal to zero. The system matrices of the linear approximant in (6.2a,b) depend upon $\overline{\chi}$. So, the linear approximant is denoted by $S_L(\overline{\chi})$. The closed loop system resulting after the application of the controller in (6.6) to $S_L(\overline{\chi})$ is denoted by $S_{L,CL}(\overline{\chi})$. The controller defined in (6.16) is denoted by $C(\overline{\chi})$. The closed loop system resulting after the application of $C(\overline{\chi})$ to the nonlinear model in (1a,b) is denoted by $S_{NL,CL}(\overline{\chi})$.

The response of $S_{NL,CL}(\overline{\chi})$, namely the vector $y(t)$, depends upon $\delta \omega(t)$ and $\xi(t)$. For the case where $\xi(t) = 0$, the system $S_{NL,CL}(\overline{\chi})$ is retained at the nominal operating point $\overline{\chi}$ only if $\delta \omega(t) = 0$. Indeed, at the point $\overline{\chi}$, it holds that $\Delta u = 0$ and $\Delta x = 0$ and thus using (6.16), zero external commands must be applied. Also, for the case of zero disturbances the responses of $S_{NL,CL}(\overline{\chi})$ and $S_{L,CL}(\overline{\chi})$ are denoted by $y(t)\big|_{\xi=0}$ and $\delta y(t)\big|_{\xi=0}$, respectively.

According to [30] and [31] the difference between the step responses of the linear approximant and the nonlinear model is an adequate variable to demonstrate the performance of a linear controller. According to Subsections 6.3.1 and 6.3.2, the performance of $S_{L,CL}(\overline{\chi})$ for $\delta \omega(t)$ and zero external disturbances, i.e., $\xi_1(t) = 0$ and $\xi_2(t) = 0$ is inherently satisfactory. So, this performance can be considered to be the “ideal” one.
To evaluate quantitatively the performance of the proposed control scheme with respect to a desired maneuver, a set of metrics is introduced. These metrics depend upon the difference $y(t) - \delta y(t)$ and the initial time instant, let $t_0$. The infinity norm and the $H_2$ norm of the deviations between the nonlinear closed loop system and the closed loop system of the linear approximant, will be considered to be the metrics of the performance. For each performance variable, i.e., for $i \in \{1, 2\}$, the following two metrics are first introduced:

- **Cost of the infinity norm of the variations**

  $$J_\infty = \frac{\max_{i=1,2} \left\{ \left\| y_i(t) - \delta y_i(t) \right\|_{\infty} \right\}}{\max_{i=1,2} \left\{ \left\| \delta y_i(t) \right\|_{\infty} \right\}} \times 100\% \quad (6.17a)$$

- **Cost of the $H_2$ norm of the variations**

  $$J_2 = \left( \frac{\sum_{i=1}^{2} \left\| y_i(t) - \delta y_i(t) \right\|_{2}^2}{\sum_{i=1}^{2} \left\| \delta y_i(t) \right\|_{2}^2} \right)^{\frac{1}{2}} \times 100\% \quad (6.17b)$$

where

$$\left\| f \right\|_\infty = \sup_{t \in [t_0, T_{\max}]} |f(t)|, \left\| f(t) \right\|_2^2 = \int_{t_0}^{T_{\max}} f(t)^2 dt$$

The costs $J_\infty$ and $J_2$ are defined for $t \in [t_0, T_{\max}]$. The parameter $T_{\max}$ is selected to be equal to the time required for all state and input variables of $S_{L,CL}(X)$ to settle around their steady state values in a zone smaller than a margin denoted by $\epsilon_T$, for stepwise external command and zero disturbances. The margin $\epsilon_T$ is set by the designer.
In order to take advantage of the characteristics of both the infinity norm and $H_2$ norm, the overall performance of the nonlinear closed loop system is proposed here to be evaluated by the composite cost function

$$J = (1 - \mu)J_\infty + \mu J_2$$  \hspace{1cm} (6.17c)

where the weighting factor $\mu \in [0,1]$.

If the external commands are of the step form, i.e., $\delta \omega(t) = \delta u_s(t - t_0)$ where $\delta \omega$ is a constant real vector and $u_s(t)$ is the unit step signal, then as $t \to +\infty$ the responses $y(t)|_{t_0=0}$ and $\delta y(t)|_{t_0=0}$ tend to respective steady state values. For this case, the following additional costs are defined:

• **Cost of the steady state error**

$$J_1 = \left\{ \frac{\sum_{i=1}^{2} \left[ \lim_{t \to +\infty} \left[ y_i(t)|_{t_0=0} - \delta y_i(t)|_{t_0=0} - y_i \right] \right]^2}{\sum_{i=1}^{2} \left[ \lim_{t \to +\infty} \left( \delta y_i(t)|_{t_0=0} - \delta y_i(t_0) \right) \right]^2} \right\} \times 100\%$$  \hspace{1cm} (6.18a)

• **Cost of the overshoot**

$$J_0 = \left\{ \frac{\sum_{i=1}^{2} \| \sigma(y_i, \delta y_i) \|_\infty^2}{\sum_{i=1}^{2} \left[ \lim_{t \to +\infty} \left( \delta y_i(t)|_{t_0=0} - \delta y_i(t_0) \right) \right]^2} \right\} \times 100\%$$  \hspace{1cm} (6.18b)

where $\sigma(y_i, \delta y_i) = 0$ if $|y_i(t) - y_i(t_0)| \leq \lim_{t \to +\infty} \left| \delta y_i(t)|_{t_0=0} - \delta y_i(t_0) \right|$ else

$$\sigma(y_i, \delta y_i) = \left| y_i(t)|_{t_0=0} - y_i(t_0) - \lim_{t \to +\infty} \left| \delta y_i(t)|_{t_0=0} - \delta y_i(t_0) \right| \right|$$

With respect to the latter two costs, the good performance is classified by the hard constraints.
\[ J_1 \leq \varepsilon_1, \quad J_o \leq \varepsilon_o \quad (6.19a,b) \]

where \( \varepsilon_1, \varepsilon_o \in \mathbb{R}^+ \) and are selected by the designer to specify the importance of each criterion. The overall good performance is classified by the inequality

\[ \hat{J} \leq \tilde{\varepsilon} \quad (6.20) \]

under the constraints in (6.19), where \( \tilde{\varepsilon} \in \mathbb{R}^+ \) and is selected by the designer. The composite cost criterion in (6.17c) together with the constraints (6.19) covers all performance metrics in (6.17a), (6.17b) and (6.18), thus covering a wide range of different but indispensable design requirements.

If \( \xi(t) = 0 \), for a transition of \( S_{,LCL}(\overline{X}) \) from \( \overline{X} \) to an other operating point, let \( \rho \), the external command is \( \delta \omega(t) = \tilde{\omega}u_1 \left(t-t_0\right) \) where \( \tilde{\omega} = \left[0_{2\times2} \quad I_2\right](\rho - \overline{X}) \). Thus, taking into account the diagonal form with unitary steady state gain of the I/O transfer matrix of \( S_{,LCL}(\overline{X}) \) and its stability, it is observed that \( \lim_{t \to +\infty} \delta y(t)_{\|} = \tilde{\omega} \). For the transition of \( S_{,NLCL}(\overline{X}) \) from \( \overline{X} \) to \( \rho \) the same external command is considered to be applied.

### 6.4.2 Simulation Results

To illustrate the performance of the closed loop system, extensive simulation results will be provided. To this end, the parameters of the quadrotor model are considered to be those in [13], [29] and [39]:

\[
\begin{align*}
    m_q &= 0.4\,[\text{kg}], \quad J_{q,v} = 3.8278 \cdot 10^{-3}\,[\text{kgm}^2], \quad g = 9.81\,[\text{m/s}^2], \quad d = 0.205\,[\text{m}] \\
    k_{d,x} &= 0.032\,[\text{kg/s}], \quad k_{d,z} = 0.048\,[\text{kg/s}], \quad k_{a,y} = 5.567 \cdot 10^{-4}\,[\text{kg/s}], \quad \overline{x}_2 = 1\,[\text{m/s}] \\
    K_l &= 2.9842 \cdot 10^{-5}\,[\text{N/rad/s}], \quad \alpha_0 = 189.63, \quad \alpha_1 = 6.0612, \quad \alpha_2 = 0.0122, \quad \beta = 280.19
\end{align*}
\]

The nominal operating point is \( \overline{X} = [\overline{u}_1 \quad \overline{u}_2 \quad \overline{y}_1 \quad \overline{y}_2]^T \) where \( \overline{u}_1 = 6.0304[\text{V}], \quad \overline{u}_2 = 6.0304[\text{V}], \quad \overline{y}_1 = 1[\text{m/s}] \) and \( \overline{y}_2 = 0[\text{m/s}] \). To satisfy stability and disturbance attenuation the parameters of the metaheuristic algorithm are set to be
\[ e_{d_{\text{max}}} = 0.2, (k_{2,1})_{c} = 0, (k_{2,2})_{c} = 0, (k_{2,3})_{c} = 0, \]
\[ (k_{2,4})_{c} = 0, (k_{2,5})_{c} = 0, (k_{2,6})_{c} = 0, \]
\[ (\rho)_{c} = 1, (\delta\rho)_{c} = 1, (k_{2,1})_{w} = 2, (k_{2,2})_{w} = 2, (k_{2,3})_{w} = 2, (k_{2,4})_{w} = 2, \]
\[ (k_{2,5})_{w} = 2, (k_{2,6})_{w} = 2, (\rho)_{w} = 1, (\delta\rho)_{w} = 1, \lambda = 0.01, \]
\[ n_{\text{loop}} = 30, n_{\text{rep}} = 20, n_{\text{total}} = 3 \cdot 10^{6} \]
\[ T_{1,1} = 0.3, T_{1,2} = 0.4, T_{1,3} = 0.5, T_{1,4} = 0.6, T_{1,5} = 0.7, T_{1,6} = 0.3, T_{2,2} = 0.4 \]
\[ T_{2,3} = 0.5, T_{2,4} = 0.6, T_{2,5} = 0.7, \tau_{1} = 0.09 [s], \tau_{2} = 0.21 [s], \tau_{\text{max}} = 0.3 [s] \]

Using the above parameters, execution of the metaheuristic algorithm yields

\[ \rho = 0.770532, \delta\rho = 0.00664283, k_{2,1} = 0.613156, k_{2,2} = 0.000427085, \]
\[ k_{2,3} = -0.665786, k_{2,4} = 0.266778, k_{2,5} = -1.48116 \text{ and } k_{2,6} = 1.49513 \]

resulting in

\[ k_{1,1} = 0.795026, k_{1,2} = 0.00664283, k_{1,3} = -0.666126, k_{1,4} = 0.418422, \]
\[ k_{1,5} = -1.48802 \text{ and } k_{1,6} = 1.50202. \]

Using the above set of values, the cost criterion is computed to be
\[ J_{d} = 0.192425. \] Thus condition (6.9) is satisfied. Furthermore, note that using the above presented model and controller data, \( S_{\text{NL,CL}}(\mathcal{F}) \) remains stable for all delays satisfying the inequalities 0 \([s] \leq \tau_{1} + \tau_{2} < 0.395371 [s]. \]

To illustrate the performance of the closed loop system, the external commands are of the step form and \( t_{0} = 0. \) Furthermore, let \( \mu = 0.3, \varepsilon_{o} = 0.05, \varepsilon_{l} = 0.05, \)
\( \tilde{\varepsilon} = 0.05 \text{ and } \varepsilon_{T} = 0.01. \) For a wide range of amplitudes of the step external commands, i.e., for \( \tilde{\omega} = \begin{bmatrix} \tilde{\omega}_{l} & \tilde{\omega}_{r} \end{bmatrix}^{T} \) and \( (\tilde{\omega}_{l}, \tilde{\omega}_{r}) \in [-10,10], \) the composite cost in (6.17c) and the hard constraints in (6.19a) and (6.19b) is presented in Figure 6.2. It can readily be verified that \( S_{\text{NL,CL}}(\mathcal{F}) \) behaves satisfactorily, for a wide range of external commands. Note that the gray areas in the upper corners of the contour plot correspond to external command pairs for which the constraints (6.19a) and (6.19b) are not satisfied while the contour corresponding to \( \tilde{\varepsilon} \) has been highlighted.
In order to demonstrate the resilience of the proposed control scheme to external disturbances, the responses of the performance variables $y_1(t)$ and $y_2(t)$ of the nonlinear closed loop system will be evaluated under the influence of varying external disturbances and compared to the reference linear model responses, for zero disturbances, using the criterion defined in (6.20) and choosing again $\varepsilon = 0.05$. The disturbances will be considered to be of the form $\xi_i(t) = \tilde{g}_i \tilde{\xi}_i(t - t_0) \ (i = 1, 2)$ with $t_0 = 0$ where $\tilde{g}_i$ are appropriate multipliers and where $\tilde{\xi}_i(t)$ are time varying signals generated using the Dryden continuous turbulence model (indicatively see [40]). The time plot of the disturbances are presented in Figure 6.3. In Figure 6.4, a contour plot of the composite cost in (6.17c) is presented for different values of $\tilde{g}_i$, while the amplitudes of the external commands are chosen to be $\tilde{\omega}_1 = 1.0$[m/s] and $\tilde{\omega}_2 = 0.5$[m/s]. Figure 6.4 implies that the performance of the proposed control scheme is minimally influenced by the disturbances, considering that practically for the whole range of disturbance gains, the composite cost remains lower than 5%.
STEP WISE SAFE SWITCHING

The controller designed in 6.3 is based on the linear approximant of the quadrotor model and so it is efficient around the respective operating points. To achieve maneuvers extending far from the operating point the safe switching approach in [30]
and [31] will be used. To do so, the approach in [31] will be extended here to the continuous time multi delay case. To this end, appropriate definitions will be introduced in the following subsections.

6.5.1 Step Wise Transitions Among Operating Points

The transition among trim points or operating points is accomplished here using external commands being of the step form. As already mentioned is Subsection 6.3.3, the transition of the system $S_{L,CL}(\vec{\omega})$ from $\vec{\omega}$ to another operating point (or trim point) $\rho$ is executed for the case of zero disturbances using the external command $\delta\omega(t) = \delta u_c(t-t_0)$ where $\delta = \begin{bmatrix} 0_{2\times 2} & I_2 \end{bmatrix}(\rho - \vec{\omega})$. This way, the performance output of the linear approximant tends to $\rho - \vec{\omega}$, i.e., $\lim_{t\to+\infty} \delta y(t) \bigg|_{t_0} = \rho - \vec{\omega}$. According to the present approach, for the transition of $S_{NL,CL}(\vec{\omega})$ from $\vec{\omega}$ to $\rho$ the same external command $\delta\omega(t) = \delta u_c(t-t_0)$ is considered to be applied. For zero disturbances, the system $S_{NL,CL}(\vec{\omega})$ arrives at a point $\rho^*$, in general being different than $\rho$, i.e., $\lim_{t\to+\infty} y(t) \bigg|_{t_0} = \rho^*$.

If $\xi(t) = 0$, then for $S_{NL,CL}(\vec{\omega})$ to be retained at the operating point $\rho^*$, the external command $\omega(t)$ must be retained around a stationary value vector denoted by $\phi$. The vector $\phi$ is uniquely determined by (6.16) after taking into account that $\Delta u = \begin{bmatrix} 0_{2\times 2} & I_2 \end{bmatrix}(\rho - \vec{\omega})$ and $\Delta x = (\rho) \vec{\omega} - \vec{\omega}$ where $(\rho) \vec{\omega}$ is the steady state vector of $x(t)$ for the case where the inputs and the outputs in $S_{NL,CL}(\vec{\omega})$ are retained at $\rho$. Recall that for every $(\rho) \vec{\omega} = \begin{bmatrix} 0_{2\times 2} & I_2 \end{bmatrix}\rho$, the vectors $(\rho) \vec{u} = \begin{bmatrix} I_2 & 0_{2\times 2} \end{bmatrix}\rho$ and $(\rho) \vec{\omega}$ are uniquely determined by $(\rho) \vec{\omega}$.

To describe the transition from one operating point to another, using the controller $C(\vec{\omega})$, consider the notations: Let $\rho_s$ denote the initial (starting) trim point and $\rho_f$ be the destination (final) trim point. Similarly to the above procedure, the external command is
\[ \delta \omega(t) = \phi + \tilde{\phi} u_s(t - t_0) \]  

(6.21)

where \( \phi = [0_{2 \times 2} \ I_2](\rho_s - \bar{x}) \) is the stationary external command vector retaining the closed loop system \( S_{SL,CL}(\bar{x}) \) at \( \rho_s \) and 
\[ \tilde{\phi} = [0_{2 \times 2} \ I_2](\rho_f - \rho_s) = [0_{2 \times 2} \ I_2][(\rho_f - \bar{x}) - (\rho_s - \bar{x})] \]

Clearly, for \( \xi(t) = 0 \) and using (21), the system \( S_{SL,CL}(\bar{x}) \) arrives at a trim point \( \rho_f^* \), in general being different than \( \rho_f \), i.e., \( \lim_{t \to +\infty} y(t) \rvert_{\xi=0} = \rho_f^* \).

To evaluate the performance of the transitions with external commands of the form (6.21), the cost criteria in (6.19) and (6.20) will be used. The external command in (6.21) depends upon \( \phi \) and \( \tilde{\phi} \). Clearly, \( \delta \omega(t_0^-) = \phi \). In general, the closed loop response depends upon \( \delta \omega(t) \) for \( t \geq t_0 \) and \( \delta \omega(t_0^-) \). So the cost functions \( \tilde{J}, \tilde{J}_1 \) and \( \tilde{J}_o \), depending upon the operating point \( \bar{x} \), can be expressed in the following function forms:

\[ \tilde{J} = \tilde{J}(\delta \omega(t), \delta \omega(t_0^-), \bar{x}) \]  

(6.22a)

\[ J_1 = J_1(\delta \omega(t), \delta \omega(t_0^-), \bar{x}) \]  

(6.22b)

\[ J_o = J_o(\delta \omega(t), \delta \omega(t_0^-), \bar{x}) \]  

(6.22c)

### 6.5.2 Step Wise Safe Transition: The Design Procedure

The set of all operating points constitutes, in general, a hypersurface in \( R^{4+1} \), which is called operating surface. Consider a finite set of nominal operating points or nominal trim points, let \( X = \{ \bar{x}_1, ..., \bar{x}_\mu \} \). For every nominal operating point \( \bar{x}_j \) in \( X \), where \( j \in \{1, ..., \mu\} \), the respective linear approximant is denoted by \( S(\bar{x}_j) \) and the respective controller is denoted by \( C(\bar{x}_j) \). The respective nonlinear closed loop
systems are denoted by $S_{NL,CL}(\bar{x}_j)$ while the respective closed loop systems of the linear approximant are denoted by $S_{L,CL}(\bar{x}_j)$.

For the system $S_{NL,CL}(\bar{x}_j)$ to be retained at the trim point $\rho_s$ the external command must be retained at a stationary value $\phi = [0_{2 \times 2} \ I_2] (\rho_s - \bar{x}_j)$. For the transitions of $S_{L,CL}(\bar{x}_j)$ from $\rho_s$ to $\rho_f$ the external command is

$$\delta \omega(t) = [0_{2 \times 2} \ I_2] \left\{ \left(\rho_s - \bar{x}_j\right) + \left(\rho_f - \bar{x}_j\right) - \left(\rho_s - \bar{x}_j\right) \right\} u_s(t-t_0) =$$

$$= [0_{2 \times 2} \ I_2] \left[ \rho_s - \bar{x}_j + (\rho_f - \rho_s) u_s(t-t_0) \right]$$  \hspace{1cm} (6.23)

Using (6.23), it holds that $\lim_{t \to +\infty} \delta y(t) = \rho_s - \bar{x}_j$. Also, using (6.23), the system $S_{NL,CL}(\bar{x}_j)$ arrives at another point $\rho^*_f$ such that $\lim_{t \to +\infty} y(t) = \rho^*_f$. To evaluate the performance of $S_{NL,CL}(\bar{x}_j)$ with respect to $S_{L,CL}(\bar{x}_j)$, the cost functions in (6.22) will be used.

Around each nominal operating point $\bar{x}_j$ in $X$, there is an area called target operating area. The target operating area is denoted by $T(\bar{x}_j)$. In order to determine $T(\bar{x}_j)$, the following cost function is defined:

$$J_T(\rho, \bar{x}_j) = \left(1 - \mu\right) \max \left\{ \left\| 0_{2 \times 2} \ I_2 \right\| \left(\rho - \bar{x}_j\right) \right\} +$$

$$\mu \left[ \left\| \left[0_{2 \times 2} \ I_2\right] \left(\rho - \bar{x}_j\right) \right\|^2 + \left\| \left[0_{2 \times 2} \ I_2\right] \left(\rho - \bar{x}_j\right) \right\|^2 \right]^{\frac{1}{2}}$$  \hspace{1cm} (6.24)

Clearly, the above cost depends upon $\omega = [0_{2 \times 2} \ I_2] \rho \in \mathbb{R}^{2 \times 1}$. Thus, the cost can be expressed as

$$J_T(\rho, \bar{x}_j) = J_T(\omega, \bar{x}_j)$$  \hspace{1cm} (6.25)
Also it is observed that similarly to \( \tilde{J} \), the cost \( J_T \) is a composite infinity / Euclidean norm cost, having the same weighting factors with \( \tilde{J} \).

Define the area \( R_j(\gamma) = \left\{ \rho \in R^{4\times 1} : J_T(\rho, \vec{x}_j) \leq \gamma \right\} \) or equivalently

\[
R_j(\gamma) = \left\{ \rho \in R^{4\times 1} : J_T(\omega, \vec{x}_j) \leq \gamma \right\}
\]

(6.26)

where \( \gamma \in R_+ \).

Let

\[
\gamma_j^* = \max \left\{ \gamma \in R_+ : \tilde{J} < \tilde{e} \land J_1 < e_1 \land J_o < e_o, \forall \omega \in R_j(\gamma) \right\}
\]

(6.27)

where \( \tilde{e} \), \( e_1 \) and \( e_o \) are the thresholds of precision in the target operating area.

The target area is determined to be

\[
T(\vec{x}_j) = R_j(\gamma_j^*)
\]

(6.28)

In the present version of the definition of the target area it is observed that the composite cost attenuates the need for the definition of the tolerant operations area (see [31]), so this definition will not be included.

For each nominal trim point \( \vec{x}_j \in X \), the set of adjacent nominal trim points, denoted by \( \Lambda_j \), is defined here to be

\[
\Lambda_j = \left\{ \vec{x}_k \in X : T_k(\vec{x}_k) \cap T_k(\vec{x}_j) \neq \emptyset \right\} ; k \in \{1, \ldots, m\}
\]

The above definition is a modification of the respective definition in [30] and [31]. Particularly, here it is not required for the union of two adjacent target areas to be a subset of the tolerance areas of the respective adjacent nominal trim points. In accordance with [30] and [31], for the implementation of the stepwise safe switching procedure the dense web principle is required to be fulfilled. The dense web principle is formulated here by the following two conditions
\[ \Lambda_j \neq \emptyset, \forall j \in \{1, \ldots, \mu\}, \bigcup_{j=1}^{\mu} \bigcup_{\bar{z}_k \in \Lambda_j} T_R(\bar{z}_k) \neq \emptyset \]

The first of the above conditions implies that there are no isolated nominal trim points, while the second implies that there are no isolated subsets of nominal trim points.

The transition between two trim points is called safe if both points belong to the same target area. According to the dense web principle, there is always a sequence of safe transitions from any trim point to any trim point in \( \bigcup_{j=1}^{\mu} T_R(\bar{z}_j) \) with appropriate intermediate stations in \( \bigcup_{j=1}^{\mu} T_R(\bar{z}_j) \). Any sequence of safe transitions is also called safe. Here, all maneuvers are analyzed to a sequence of safe transitions.

Consider the transition from a starting trim point \( \rho_s = \rho_1 \in T(\bar{z}_j) \) on the trim point \( \rho_l \in T(\bar{z}_k) \cap T(\bar{z}_j) \) using the controller \( C(\bar{z}_j) \) where \( \bar{z}_j \) and \( \bar{z}_k \), with \( j, k \in \{1, \ldots, m\} \) and \( j \neq k \), are two adjacent trim point. The system \( S_{NL,CL}(\bar{z}_j) \) arrives at the point \( \rho_1^* \) being near enough to \( \rho_1 \). Clearly, if the criterion \( J_1 \leq \epsilon_1 \) is satisfied for appropriate \( \epsilon_1 \) then \( \rho_1^* \) is near enough \( \rho_1 \) and \( \rho_1^* \in T(\bar{z}_k) \cap T(\bar{z}_j) \). After a time period \( T_{\text{max}} = t_s \) the controller is switched to \( \bar{z}_k \) and the transition from \( \rho_1^* \) to \( \rho_2 \in T(\bar{z}_k) \) starts. The system \( S_{NL,CL}(\bar{z}_k) \) arrives at a point \( \rho_2^* \) being near enough to \( \rho_2 \) and \( \rho_2^* \in T(\bar{z}_k) \cap T(\bar{z}_k) \) under the condition \( J_1 \leq \epsilon_1 \).

The time \( t_s \) is set to be \( t_s = \max \{t_{s,1}, t_{s,2}\} \), where \( t_{s,v} \) with \( v \in \{1, 2\} \) is the settling time of the \( v_{th} \) output of \( S_{L,CL}(\bar{z}_j) \). To compute \( t_{s,v} \) consider the case where \( T_{v,1} \neq T_{v,2} \neq T_{v,3} \neq T_{v,4} \neq T_{v,5} \) (\( v = 1, 2 \)), the settling time, let \( t_{s,v} \) for each performance output is evaluated through solving the equation.
\[
\sum_{q=1}^{s} \exp \left( -\frac{t_{s,v} - \tau_1 - \tau_2}{T_{v,q}} \right) = \epsilon_v (v = 1, 2)
\]

where \( \epsilon_v \) is a positive percentile number used to define the convergence of the response to the steady state value.

Now we are in position to present the stepwise safe switching algorithm.

**Stepwise Safe Switching Algorithm**

**Modules**

**Step 1**: Determine the set of nominal trim points \( X = \{ \bar{x}_1, \ldots, \bar{x}_\mu \} \).

**Step 2**: Determine the set of linear approximants \( \{ S(\bar{x}_1), \ldots, S(\bar{x}_\mu) \} \).

**Step 3**: Determine the set of controllers \( \{ C(\bar{x}_1), \ldots, C(\bar{x}_\mu) \} \).

**Step 4**: Using \( S_{NL,CL}(\bar{x}_j) \) and \( S_{L,CL}(\bar{x}_j) \) for \( j \in \{1, \ldots, \mu\} \), determine the set of target operating areas \( \{ T_R(\bar{x}_1), \ldots, T_R(\bar{x}_\mu) \} \).

**Step 5**: Determine \( \Lambda_j \) for \( j \in \{1, \ldots, \mu\} \) and check the density of the web.

**Step 6**: If the web is dense, go to Step 7. Otherwise, go to Step 1 to choose a new set of more dense nominal trim points.

**Transition**

**Step 7**: Read the initial trim point, let \( \rho_s \) (using measurements) belonging to a target operating area.

**Step 8**: Read the final trim point \( \rho_f \) (desired trim point of the maneuver) being set by the designer and belonging to a target operating area.


**Step 9:** Choose a pair of target operating areas $(T_R(\overline{x}_s), T_R(\overline{x}_f))$, such that $\rho_s$ lies within $T_R(\overline{x}_s)$ and $\rho_f$ lies within $T_R(\overline{x}_f)$.

**Step 10:** Determine the sequence of nominal operating points $\overline{x}_{k_0}, \overline{x}_{k_1}, \ldots, \overline{x}_{k_{\sigma}}$ where every two consecutive points are adjacent and where $\overline{x}_s = \overline{x}_{k_0}$ and $\overline{x}_f = \overline{x}_{k_{\sigma}}$ (according to the dense web principle such a sequence always exist).

**Step 11:** Determine the sequence of trim points $\rho_0, \rho_1, \ldots, \rho_{\sigma - 1}, \rho_{\sigma}$ where the trim point $\rho_{k_1} \in T_R(\overline{x}_{k_{\lambda - 1}}) \cap T_R(\overline{x}_{k_{\lambda}})$ for $\lambda \in \{1, \ldots, \sigma - 1\}$ and $\rho_0 = \rho_s$, $\rho_{\sigma} = \rho_f$ (according to the dense web principle such a sequence always exist).

**Step 12:** Set $\lambda = 1$

**Step 13:** Switch to controller $C(\overline{x}_{k_{\lambda - 1}})$ and force the closed loop system from $\rho_{k_{\lambda - 1}}$ to $\rho_{k_{\lambda}}$.

**Step 14:** Wait for $t_s = \max \{t_{s,1}, t_{s,2}\}$, till the closed loop dynamic nonlinear time delay system approaches its steady state values, namely a trim point $\rho^*_s$ being near $\rho_s$.

**Step 15:** If $\rho^*_s \in T_R(\overline{x}_{k_{\lambda - 1}}) \cap T_R(\overline{x}_{k_{\lambda}})$ go to **Step 16**, else set $\rho_s = \rho^*_s$ and go to **Step 8**.

**Step 16:** Set $\rho_s = \rho^*_s$, increment the iteration number, i.e., $\lambda = \lambda + 1$, and return to **Step 13**.
6.5.3 Performance of the Stepwise Safe Switching Design Procedure

6.5.3.1 Definitions

In order to demonstrate the performance of the proposed stepwise safe switching scheme, the numerical data for the quadrotor model presented in Subsection 6.3.3 are used. Two adjacent nominal trim points are \( \mathbf{z}_1 = [\bar{u}_{1,1} \hspace{1cm} \bar{u}_{1,2} \hspace{1cm} \bar{y}_{1,1} \hspace{1cm} \bar{y}_{1,2}]^T \) and \( \mathbf{z}_2 = [\bar{u}_{2,1} \hspace{1cm} \bar{u}_{2,2} \hspace{1cm} \bar{y}_{2,1} \hspace{1cm} \bar{y}_{2,2}]^T \). With respect to \( \mathbf{z}_1 \) it holds that \( \bar{u}_{1,1} = 6.0304[V] \), \( \bar{u}_{1,2} = 6.0304[V] \), \( \bar{y}_{1,1} = 1[m/s] \) and \( \bar{y}_{1,2} = 0[m/s] \). This trim point is the one considered in Subsection 6.3.3. Hence, the controller parameters of this trim point are those derived in Subsection 6.3.3. With respect to the trim point \( \mathbf{z}_2 \), it holds that \( \bar{u}_{2,1} = 6.1559[m/s] \), \( \bar{u}_{2,2} = 6.1559[m/s] \), \( \bar{y}_{2,1} = 4[m/s] \), \( \bar{y}_{2,2} = 3[m/s] \). Assuming that the desired closed loop transfer matrix for this trim point is identical to that for \( \mathbf{z}_1 \) and applying the proposed in Subsection 6.3.1 metaheuristic algorithm using the same set of quadrotor parameters, the feedback matrix elements are derived to be \( k_{1,1} = 0.0018 \), \( k_{1,2} = -0.2805 \), \( k_{1,3} = -0.6201 \), \( k_{1,4} = -0.3187 \), \( k_{1,5} = -0.7016 \), \( k_{1,6} = 0.7163 \), \( k_{2,1} = -0.2047 \), \( k_{2,2} = -0.2879 \), \( k_{2,3} = -0.6205 \), \( k_{2,4} = -0.4822 \), \( k_{2,5} = -0.6936 \) and \( k_{2,6} = 0.7083 \). Using the above controller parameters the disturbance attenuation cost is derived to be \( J_d = 0.2153 \) and the linear approximant closed loop system remains stable for \( 0 \leq \tau_1 + \tau_2 < 0.307299 \). Let \( \bar{e} = 0.04 \), \( e_o = 0.05 \) and \( e_i = 0.05 \). Applying series of computations it can be observed that appropriate target operating areas, in the space of the nominal points of the performance outputs are those presented in Figure 6.5. The upper right portion of the target area of \( \mathbf{z}_1 \) overlaps the lower left portion of the target area of \( \mathbf{z}_2 \).
In what follows, it will be assumed that the desired trajectory of the quadrotor passes through the following sequence of trim points

\[
\begin{align*}
\boldsymbol{\rho}_0 &= \begin{bmatrix} \rho_{0,1} & \rho_{0,2} & \rho_{0,3} & \rho_{0,4} \end{bmatrix}^T \\
\boldsymbol{\rho}_1 &= \begin{bmatrix} \rho_{1,1} & \rho_{1,2} & \rho_{1,3} & \rho_{1,4} \end{bmatrix}^T \\
\boldsymbol{\rho}_2 &= \begin{bmatrix} \rho_{2,1} & \rho_{2,2} & \rho_{2,3} & \rho_{2,4} \end{bmatrix}^T
\end{align*}
\]

where \( \rho_{0,1} = 5.9889[V] \), \( \rho_{0,2} = 5.9889[V] \), \( \rho_{0,3} = -1[m/s] \), \( \rho_{0,4} = -1[m/s] \), \( \rho_{1,1} = 6.0931[V] \), \( \rho_{1,2} = 6.0931[V] \), \( \rho_{1,3} = 2.5[m/s] \), \( \rho_{1,4} = 1.5[m/s] \), \( \rho_{2,1} = 6.2307[V] \), \( \rho_{2,2} = 6.2307[V] \), \( \rho_{2,3} = 5.2[m/s] \) and \( \rho_{2,4} = 4.8[m/s] \). The first and the second trim points belong to the first target operating areas while the second and the third trim point belongs to the second target operating area. With respect to the waiting time between switching points, let \( \varepsilon_s = 0.01 \).

### 6.5.3.2 Performance of the Switching Scheme without Disturbances

In order to demonstrate the performance of the proposed switching control scheme, including the influence of the wireless networks and
transmission/reconstruction protocols, simulation will be performed using Matlab/Simulink software while simulation of the wireless network is carried out using the TrueTime 2.0 addon (see also [41]). Assuming that the disturbances are equal to zero and after computing \( t_s \) to be \( t_s = 6.0075 \text{s} \) and applying the stepwise safe switching algorithm yields

\[
\rho_1^* = \begin{bmatrix} \rho_{1,1}^* & \rho_{1,2}^* & \rho_{1,3}^* & \rho_{1,4}^* \end{bmatrix}^T
\]

and

\[
\rho_2^* = \begin{bmatrix} \rho_{2,1}^* & \rho_{2,2}^* & \rho_{2,3}^* & \rho_{2,4}^* \end{bmatrix}^T,
\]

where \( \rho_{1,1}^* = 6.09308 \text{[V]} \), \( \rho_{1,2}^* = 6.09308 \text{[V]} \), \( \rho_{1,3}^* = 2.25052 \text{[m/s]} \), \( \rho_{1,4}^* = 1.49970 \text{[m/s]} \), \( \rho_{2,1}^* = 6.2306 \text{[V]} \), \( \rho_{2,2}^* = 6.2306 \text{[V]} \), \( \rho_{2,3}^* = 5.2044 \text{[m/s]} \) and \( \rho_{2,4}^* = 4.7981 \text{[m/s]} \). In Figures 6.6 to 6.13, the closed loop system responses for the actuatable inputs and state variables are presented. In particular, in Figures 6.6 to 6.11 the responses for the state variables are presented while in Figures 6.12 and 6.13 the voltage supplies to the motors of the quadrotor are presented. For comparison reasons, in the above figures, the respective single step closed loop responses are presented for the transition between \( \rho_0 \) and \( \rho_2 \) without switching the controller in \( \rho_1 \). With respect to the actuatable inputs, they do not present significant fluctuations, being easily implementable. With respect to the switching scheme, it can be verified that the performance variables of the system, i.e., the horizontal and vertical velocity of the quadrotor, follow accurately the model responses, generating an overall cost \( \tilde{J} \) being equal to 1.8208\%, being lower than the bound set for the definition of the target operating areas. With respect to the remaining state variables, it is important to mention that they remain in appropriate bounds. For comparison reasons, it is mention that the respective cost for a single step maneuvering approach becomes 9.0204\%. This is more than 4.5 larger than the respective criterion for the switching approach.

With respect to the settling time of the nonlinear closed loop response, although one would expect the settling time of the switching control scheme to be double as compared to the resulting settling time of the single step approach, considering that in the switching case two consecutive step responses are evaluated, for the first performance variable the settling time is only 40.53\% larger. For the second performance variable the settling time of the switching control scheme is 96.55\% larger. Note that choosing \( \varepsilon_s = 0.05 \), which corresponds to a faster change between
operating areas, the settling time of the first performance variable is 22.02% larger than the single step approach and the settling time of the second performance variable is 76.22% larger than the single step approach. The cost criterion does not significantly change.

An interesting issue is the comparison of the present switching and time delay design scheme to one not taking into account the time delays of the network. This is a widely used consideration in the field. To this end, the controller derived in section 6.3 is computed for the case where the controller delays tend to zero. The derived controller is applied to the nonlinear time delay networked system. The performance cost for this case is computed to be at least ten times larger than the performance cost of the controller involving time delays.
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6.5.3.3 Performance of the Switching Scheme under the influence of Disturbances

In order to demonstrate the resilience of the proposed control scheme to external disturbances, a similar approach to the one presented in section 6.3. In what follows, \( \tilde{\xi}_i(t) \) will be considered to be as presented in Figure 6.14. In Figure 6.15, a contour plot of the criterion in (6.14a) is presented for different values of \( \tilde{g}_i \), assuming the same switching scheme defined in Figure 6.5. Figure 6.15 implies that the performance of the proposed control scheme is minimally influenced by the disturbances, considering that practically for the whole range of disturbance gains, the cost criterion remains close to the disturbance free case, well under the 4% limits set for the cost criterion.

6.6 SUMMARY

For a wide range of maneuvers and wireless control configuration, the goal of independent horizontal and vertical velocity for quadrotors has been achieved by proposing a stepwise safe switching algorithm for non-linear time delay systems, using dynamic multi delay controllers and approximately minimizing a composite cost...
criterion including the infinity norm and the $H_2$ norm of the variations around trim points, under hard constraints for the overshoot and the steady state values of the performance variables. The controllers have been determined using a mixed analytic/metaheuristic scheme satisfying the design requirements of I/O decoupling, stability, and disturbance attenuation. The proposed scheme is tolerant to atmospheric disturbances, communication delays and variations of the delays, as well as large maneuver commands and model nonlinearities. The extension of the present results to combined lateral and longitudinal maneuvers is currently under investigation, following the block decoupling design requirements (see [42]).
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Chapter 7: Conclusions and Future Work

7.1 CONCLUSIONS

In the present dissertation wireless remote control for different systems such as electric motors, tower cranes, robotic manipulators and quadrotors that present huge interest in industrial applications was investigated.

The problem of wireless remote control is the presence of varying time delays imposed from wireless network infrastructure communication between sensors and controller and between controller and actuators. The undeterministic (time varying), asynchronous with packet loss imperfect channels comes in contrast with the traditional control method designs. These imperfections dramatically deteriorates the performance of the closed loop and may lead the system in fatal unstability. The current trend of facing to this issue is to develop new communication infrastructure decreasing the delays but still remain time varying, unknown and uncertain. In the present dissertation we moved forward to the opposite direction. The controller’s design was effectuated using larger but constant delays.

The amount of the constant delays depends on the order and the number of controlled variables of such multivariables systems. From the control point of view the transfer matrix design requirements such as input output decoupling, command following and disturbance attenuation in presence of large but known delays was investigated for the first time in this dissertation. We demonstrated that these control schemes are independent from the communication protocol used which greatly facilitates the applications.

Towards the above aims, the following particular results have been derived:

- In order to achieve speed control of a Permanent Magnet Synchronous Motor, in the presence of time delays due to wireless signal transmission between the controller and the motor, a two-stage decoupling controller has been used and the controller parameters selection algorithm has been appropriately extended to cope with the influence of the delays and to derive a closed loop system that remained stable even in the presence of them.
- An appropriate realizable multi-delay dynamic controller has been designed based on the linear approximant of a tower crane and applied on the realistic nonlinear
model. The variability of the time delays in the communication between sensors to controller and controller to actuators, which is generally induced by wireless network has a significant impact on the stability and robustness of the controller, was successfully handled with the development of a synchronization algorithm. At the same time, a signal reconstruction algorithm ensures the accurate signal transmission between the plant and the controller.

- The problem of remote control of a planar redundant manipulator has been studied, using a static feedback with dynamic precompensator including time delays.
- The problem of I/O decoupling with simultaneous disturbance attenuation via a wireless remote controller has been studied for a quadrotor in longitudinal motion under the influence of atmospheric disturbances. An appropriate realizable dynamic controller depending upon constant communication delays has been designed. Constant communication delays have been achieved using the proposed synchronization/signal reconstruction algorithm. Using a metaheuristic algorithm, the stability of the closed loop system has been satisfying. The proposed controller provides tolerance to communication noise and package receipt delays.
- For a wide range of maneuvers and wireless control configuration, the goal of independent horizontal and vertical velocity for quadrotors has been achieved by proposing a stepwise safe switching algorithm for non-linear time delay systems, using dynamic multi delay controllers and approximately minimizing a composite cost criterion including the infinity norm and the $H_2$ norm of the variations around trim points, under hard constraints for the overshoot and the steady state values of the performance variables. The proposed scheme is tolerant to atmospheric disturbances, communication delays and variations of the delays, as well as large maneuver commands and model nonlinearities.

In the context of this dissertation the results presented here are based on the following publications presented at international conferences and journals.

7.2 FUTURE WORK

Future research will proceed to the following directions:

a. Embedment of the proposed communication protocol to low level control platforms like Arduino Robot and PIC32MK.

b. Extend the results to other applications such as aquatic vehicles, mobile robots and microrobots.

c. Extend the results to other transfer matrix design requirements such as exact model matching, exact disturbance rejection and asymptotic tracking.
Appendices

Appendix A

Analytic expressions of the nonzero elements of $\tilde{A}$ and $\tilde{B}$ matrices

\[
\tilde{a}_{1,1} = a_{4,5}b_{5,1}\left(2a_{3,3}\left[a_{5,5} + b_{5,1}(k_{2,5} + k_{2,6})\right] - 2a_{3,3}b_{5,1}k_{2,2}\right) - 2a_{2,5}a_{3,5}b_{5,1}k_{2,2} - 2a_{3,3}b_{5,1}k_{2,2} \]
\[
\tilde{a}_{1,2} = -a_{4,5}b_{5,1}\left[2a_{2,5}b_{5,1}\left(a_{3,1}k_{2,1} - a_{3,3}k_{2,1}\right) + a_{2,1}\left[a_{5,5} + b_{5,1}(k_{2,5} + k_{2,6})\right] - 2a_{3,3}b_{5,1}k_{2,2}\right] \]
\[
\tilde{a}_{1,3} = -a_{4,5}b_{5,1}\left[2\left(a_{2,1}a_{3,5} - a_{2,5}a_{3,1}\right)k_{2,2} + a_{2,2}\left[a_{5,5} + b_{5,1}(k_{2,5} + k_{2,6})\right] - 2a_{3,3}b_{5,1}k_{2,2}\right] \]
\[
\tilde{a}_{1,5} = a_{4,5}b_{5,1}\left[2a_{2,5}b_{5,1}\left(a_{3,1}k_{2,1} - a_{3,3}k_{2,1}\right) + a_{2,1}\left[a_{5,5} + b_{5,1}(k_{2,5} + k_{2,6})\right] - 2a_{3,3}b_{5,1}k_{2,2}\right] \]
\[
\tilde{a}_{1,6} = a_{4,5}b_{5,1}\left[2a_{2,5}b_{5,1}\left(a_{3,1}k_{2,1} - a_{3,3}k_{2,1}\right) + a_{2,1}\left[a_{5,5} + b_{5,1}(k_{2,5} + k_{2,6})\right] - 2a_{3,3}b_{5,1}k_{2,2}\right] \]
\[
\tilde{a}_{2,1} = -a_{4,5}b_{5,1}\left(-2b_{5,1}\left(a_{2,1}k_{2,2} + a_{3,3}k_{2,2}\right) + a_{3,3}\left[a_{5,5} + b_{5,1}(k_{2,5} + k_{2,6})\right] + a_{2,2}\left[a_{5,5} + b_{5,1}(k_{2,5} + k_{2,6})\right] - 2a_{3,3}b_{5,1}k_{2,2}\right] \]
\[
\tilde{a}_{2,2} = b_{5,1}\left[a_{2,1}a_{4,5}\left[a_{3,3} + a_{5,5} + b_{5,1}(k_{2,5} + k_{2,6})\right] + a_{2,5}\left[a_{3,3}a_{5,5}b_{5,1}\right] + a_{3,3}\left[a_{5,5} + b_{5,1}(k_{2,5} + k_{2,6})\right] + a_{2,2}\left[a_{5,5} + b_{5,1}(k_{2,5} + k_{2,6})\right] - 2a_{3,3}b_{5,1}k_{2,2}\right] \]
\[
\tilde{a}_{2,3} = b_{5,1}\left[a_{4,5}\left[a_{3,3} + a_{5,5} + b_{5,1}(k_{2,5} + k_{2,6})\right] - 2a_{3,5}b_{5,1}k_{2,1}\right] + a_{3,5}\left[a_{5,5} + b_{5,1}(k_{2,6} - k_{2,5})\right] \]
\[
\tilde{a}_{2,4} = a_{4,5}b_{5,1}\left[a_{2,2}\left[a_{3,3} + a_{5,5} + b_{5,1}(k_{2,5} + k_{2,6})\right] - 2a_{3,5}b_{5,1}k_{2,3}\right] - 2a_{2,5}a_{3,5}b_{5,1}k_{2,2} \]
\[
\tilde{a}_{2,5} = -b_{5,1}\left[a_{4,5}\left[a_{2,1}k_{2,2} + a_{3,3}k_{2,3}\right] - a_{3,5}\left[a_{4,5}k_{2,1} + a_{2,5}a_{4,4}k_{2,2}\right]\right] \]
\[
\tilde{a}_{2,6} = b_{5,1}\left[a_{4,5}\left[a_{2,1}k_{2,1} - a_{3,3}a_{4,4}k_{2,2}\right] - a_{4,5}\left[a_{2,1}k_{2,2} + a_{3,3}k_{2,3}\right]\right] + a_{2,2}\left[a_{4,5}\left[a_{2,1}k_{2,1} - a_{3,3}a_{4,4}k_{2,2}\right] - a_{4,5}\left[a_{2,1}k_{2,2} + a_{3,3}k_{2,3}\right]\right] \]
\[
\tilde{a}_{3,1} = a_{4,5}b_{5,1}\left[a_{2,2} + a_{3,3} + a_{5,5} + b_{5,1}(k_{2,5} + k_{2,6})\right] \]
\[
\tilde{a}_{3,2} = b_{5,1}\left(-a_{2,5}\left[2a_{4,5}b_{5,1}k_{2,4} + a_{4,4}\left[a_{5,5} + b_{5,1}(k_{2,6} - k_{2,5})\right]\right] + a_{3,3}\left[a_{4,4} + a_{5,5} + b_{5,1}(k_{2,6} - k_{2,5})\right]\right] - a_{2,5}a_{4,5} \]
\[
\tilde{a}_{3,3} = b_{5,1}\left(-a_{2,5}\left[2a_{4,5}b_{5,1}k_{2,4} + a_{4,4}\left[a_{5,5} + b_{5,1}(k_{2,6} - k_{2,5})\right]\right] + a_{3,3}\left[a_{4,4} + a_{5,5} + b_{5,1}(k_{2,6} - k_{2,5})\right]\right) + \]
\[
\begin{align*}
\tilde{a}_{3,4} &= -a_{4,5}b_{3,1} \left\{ -2b_{3,1} \left( a_{2,2}k_{2,2} + a_{3,5}k_{2,3} \right) + a_{3,3} \left[ a_{5,5} + b_{3,1} \left( k_{2,5} + k_{2,6} \right) \right] + a_{4,4} \left[ \left( a_{4,5} + b_{3,1} \right) \left( k_{2,4} - k_{2,2} \right) \right] \right\} + a_{4,2} \left[ a_{4,4} + a_{5,5} + b_{3,1} \left( k_{2,5} + k_{2,6} \right) \right] \\
\tilde{a}_{3,5} &= b_{3,1} \left\{ -b_{3,1} \left( a_{2,2}k_{2,2} + a_{4,4} \left( a_{2,5}k_{2,2} + a_{3,5}k_{2,3} \right) \right) + a_{3,3} \left[ b_{3,1} \left( a_{4,5}k_{2,4} - a_{2,2}k_{2,2} \right) + a_{4,4} \left[ \left( a_{5,5} + b_{3,1} \right) k_{2,6} \right] \right] + a_{4,4} \left[ \left( a_{4,5} + b_{3,1} \right) k_{2,6} \right] \right\} \\
\tilde{a}_{3,6} &= b_{3,1} \left\{ a_{2,2} \left( a_{3,3} + a_{4,4} \right) k_{2,2} + a_{3,5} \left( a_{2,2} + a_{4,4} \right) k_{2,3} + a_{4,4} \left( \left( a_{3,3} + a_{4,4} \right) k_{2,2} \right) \right\} \\
\tilde{a}_{4,1} &= -a_{4,5}b_{3,1} \tilde{a}_{4,2} = a_{2,5}b_{3,1} \left[ a_{3,3} + a_{4,4} + a_{5,5} + b_{3,1} \left( k_{2,5} - k_{2,2} \right) \right] \\
\tilde{a}_{4,4} &= a_{4,5}b_{3,1} \left[ a_{2,2} + a_{4,4} + a_{5,5} + b_{3,1} \left( k_{2,5} - k_{2,2} \right) \right] \\
\tilde{a}_{4,5} &= -b_{3,1} \left\{ -b_{3,1} \left( a_{2,2}k_{2,2} + a_{3,5}k_{2,3} - a_{3,5}k_{2,4} \right) + a_{4,4} \left( a_{5,5} + b_{3,1}k_{2,6} \right) \right\} + a_{4,4} \left[ a_{4,4} + b_{3,1} \left( k_{2,6} \right) \right] \\
\tilde{a}_{4,6} &= b_{3,1} \left[ a_{2,2} + a_{5,5} + b_{3,1}k_{2,6} \right] \tilde{a}_{5,5} = -b_{5,1} \\
\tilde{b}_{1,1} &= a_{4,5}a_{5,5}b_{3,1} \left[ a_{2,2} \left( a_{3,3} + a_{4,4} + a_{5,5} + b_{3,1} \left( k_{2,5} - k_{2,2} \right) \right) \right] \\
\tilde{b}_{2,1} &= b_{3,1} \left\{ a_{4,5}a_{5,5} \left( a_{2,2}k_{2,2} + a_{3,5}k_{2,3} \right) - a_{3,3} \left[ a_{2,5}a_{4,4}a_{5,5}k_{2,2} + a_{4,5} \left( a_{5,5}k_{2,1} - a_{2,2}k_{2,2} \right) \right] \right\} + a_{2,2} \left\{ a_{3,3} \left[ a_{4,5}b_{3,1} \left( k_{2,4} - k_{2,2} \right) \right] + a_{4,4}a_{5,5} \left( a_{5,5} + b_{3,1}k_{2,6} \right) \right\} - a_{3,3} \left[ a_{4,4} \left( a_{5,5}k_{2,3} + a_{4,4} + b_{3,1} \left( k_{2,5} - a_{3,3}k_{2,3} \right) \right) \right] \\
\tilde{b}_{3,1} &= b_{3,1} \left\{ a_{4,5}a_{5,5} \left( a_{2,2}k_{2,2} + a_{3,5}k_{2,3} \right) + a_{4,4} \left( a_{5,5}k_{2,1} - a_{2,2}k_{2,2} - a_{3,3}k_{2,3} \right) \right\} - a_{3,3} \left[ a_{4,4} \left( a_{5,5}k_{2,3} + a_{4,4} + b_{3,1} \left( k_{2,5} - a_{3,3}k_{2,3} \right) \right) \right] \\
\tilde{b}_{4,1} &= a_{4,5}a_{5,5} - a_{4,5}b_{5,1}k_{2,1} - a_{2,5}a_{4,4}b_{5,1}k_{2,2} - a_{2,5}a_{5,5}b_{5,1}k_{2,2} - a_{3,3} \left[ a_{4,4} \left( a_{5,5}k_{2,3} + a_{4,4} + b_{3,1} \left( k_{2,5} - a_{3,3}k_{2,3} \right) \right) \right] + a_{4,5} \left( a_{5,5}k_{2,4} - a_{2,2}k_{2,2} \right) + a_{4,4} \left[ a_{4,4}b_{5,1}k_{2,6} - a_{3,3}b_{5,1}k_{2,3} + a_{5,5} \right] + a_{3,3} \left[ a_{4,4} \left( a_{5,5}k_{2,4} + a_{5,5} + b_{5,1}k_{2,6} + a_{2,5}a_{4,4}a_{5,5} \right) \right] \\
\tilde{a}_{2,2} &= a_{3,3}a_{4,4} + a_{5,5} + a_{4,4} + a_{3,3}a_{5,5} + a_{4,4} = a_{3,3}a_{4,4} + a_{5,5} + a_{4,4} + a_{3,3}a_{5,5} + a_{4,4} \end{align*}
\]
\[ \tilde{b}_{5,1} = b_{5,1} \left( a_{2,2} k_{2,2} + a_{3,3} k_{2,3} - a_{4,4} k_{2,4} \right) - a_{3,3} \left( 2a_{4,4} + a_{5,5} \right) - \left( a_{4,4} + a_{5,5} \right) b_{5,1} k_{2,6} \]

\[ -a_{3,3} \left( a_{4,4} + 2a_{5,5} + b_{5,1} k_{2,6} \right) - a_{2,2} \left( a_{3,3} + a_{4,4} + 2a_{5,5} + b_{5,1} k_{2,6} \right) \]

\[ \tilde{b}_{6,1} = a_{2,2} + a_{3,3} + a_{4,4} + 2a_{5,5} + b_{5,1} k_{2,6} \]